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Università di Perugia e Sezione dell’ INFN, Perugia, ITALY
F. Ambroglini, E. Babucci, D. Benedetti, M. Biasini, G.M. Bilei**1, B. Checcucci, L. Fanò, P. Lariccia,
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Executive Summary

The Large Hadron Collider will provide extraordinary opportunities in particle physics based
on its unprecedented collision energy and luminosity when it begins operation in 2007. The
principal aim of this Technical Design Report is to present the strategy of CMS to explore the
rich physics programme offered by the LHC: Volume 1 covering the operational procedures
and reconstruction tools necessary to perform physics at the LHC, and Volume 2 demonstrat-
ing the physics capability of the CMS experiment based on this foundation. A description
of the procedures and reconstruction tools specifically for LHC start-up, including the per-
formance of the High-Level Trigger algorithms and the early physics opportunities, will be
published in an addendum to this Report.
In the first volume we highlight the final detector configuration as it will appear shortly after
LHC start-up, including new detectors in the forward regions and for determining the beam
luminosity. Results on the performance of the CMS detectors as obtained from detailed simu-
lations are presented for realistic operating conditions, and validated where possible against
test-beam or cosmic-ray data. Schemes to synchronize, calibrate, align, and monitor the
detectors before, during and after LHC start-up are also given. Reconstruction algorithms
developed to perform measurements of muons, electrons, photons, jets, taus, heavy-flavour
quarks and the missing transverse energy using these detector subsystems are described.
The performance of the reconstruction algorithms is determined from detailed simulations
for realistic operating conditions, but techniques to measure the performance from LHC data
are described as well. Parameterizations of the performance have been derived to facilitate
faster simulations for some of the physics studies described in Volume 2. Included in this
first volume are descriptions of the software components needed to implement all of the
above, covering simulation, reconstruction, calibration and alignment, monitoring, and vi-
sualization.
The second volume covers the capability of the CMS experiment to address physics at the
LHC. The prime goals of CMS are to explore physics at the TeV scale and to study the mech-
anism of electroweak symmetry breaking—through the discovery of the Higgs particle or
otherwise. To carry out this task, CMS must be prepared to search for new particles, such
as the Higgs boson or supersymmetric partners of the Standard Model particles, from the
start-up of the LHC since new physics at the TeV scale may manifest itself with modest data
samples of the order of a few fb−1 or less. The experience of the Magnet Test and Cosmic
Challenge, scheduled for second quarter 2006, plays a crucial role in the preparation of CMS
experiment, whereby calibration, alignment and reconstruction procedures are tested and
made ready in advance of the LHC pilot and first physics runs. Lessons drawn from this
test, as well as the plans for the first physics runs, will be described in an addendum to this
Report.
The tools that have been prepared in Volume 1 are applied in Volume 2 to study in great
detail and with all the methodology of performing an analysis on CMS data specific bench-
mark processes upon which to gauge the performance of CMS. These processes cover several
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Higgs boson decay channels, the production and decay of new particles such as Z ′ and su-
persymmetric particles, Bs production and processes in heavy ion collisions. The simulation
of these benchmark processes includes subtle effects such as possible detector miscalibra-
tion and misalignment. Besides these benchmark processes, the physics reach of CMS is
studied for a large number of signatures arising in the Standard Model and also in theories
beyond the Standard Model for integrated luminosities of 10 fb−1, and in a few cases up to
the asymptotic value of 300 fb−1. The Standard Model processes include QCD, B-physics,
diffraction, detailed studies of the top quark properties, and electroweak physics topics such
as theW and Z0 boson properties. The production and decay of the Higgs particle is studied
for many observable decays, and the precision with which the Higgs boson properties can be
derived is determined. About ten different supersymmetry benchmark points are analysed,
and methods to extract e.g. the sparticle masses are tested. Furthermore, the discovery reach
for a plethora of alternative models for new physics is explored, notably extra dimensions,
new vector boson high mass states, little Higgs models, technicolour and others.
In summary, the content of these two volumes is meant to serve as a comprehensive reference
for new CMS collaborators. It provides an entry point to the documentation of the standard
simulation, reconstruction, and analysis tools and provides a measure of the expected detec-
tor performance and physics reach as we head into the LHC era.

Structure of Volume 1
Chapter 1, the Introduction, describes the context of this document.
Chapter 2 describes the software foundation being prepared for LHC data-taking, including
the underlying framework, simulation tools, reconstruction, calibration, alignment, monitor-
ing, and visualization of data.
Chapters 3–6 describe the design, operation and performance of the muon detectors, electro-
magnetic and hadron calorimeters, and inner tracking detectors.
Chapter 7 describes the design, operation and performance of detectors in the forward re-
gions.
Chapter 8 describes techniques to measure the luminosity and the design, operation and
performance of associated detectors.
Chapters 9–12 describe the reconstruction algorithms designed to measure muons, electrons,
photons, jets, missing transverse energy, taus, and heavy-flavour quarks.
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Chapter 1

Introduction

Although the Standard Model (SM) of particle physics has so far been tested to exquisite pre-
cision, it is considered to be an effective theory up to some scale Λ ≈ TeV. The prime motiva-
tion of the Large Hadron Collider (LHC) is to elucidate the nature of electroweak symmetry
breaking for which the Higgs mechanism is presumed to be responsible. The experimental
study of the Higgs mechanism also can shed light on the mathematical consistency of the SM
at energy scales above about 1 TeV. However, there are alternatives that invoke more sym-
metry such as supersymmetry or invoke new forces or constituents such as strongly-broken
electroweak symmetry, technicolour, etc. An as yet unknown mechanism is also possible.
Furthermore there are high hopes for discoveries that could pave the way toward a unified
theory. These discoveries could take the form of supersymmetry or extra dimensions, the lat-
ter often requiring modification of gravity at the TeV scale. Hence there are many compelling
reasons to investigate the TeV energy scale. Hadron colliders are well suited to the task of
exploring new energy domains, and the region of 1 TeV constituent centre-of-mass energy
can be explored if the proton energy and the luminosity are high enough. The beam energy
(7 TeV) and the design luminosity (L = 1034 cm−2 s−1) of the LHC have been chosen in or-
der to study physics at the TeV energy scale. Hence a wide range of physics is potentially
possible with the seven-fold increase in energy and a hundred-fold increase in integrated lu-
minosity over the current hadron collider experiments. These conditions also require a very
careful design of the detectors.

The availability of high energy heavy-ion beams at energies over 30 times higher than at the
present day accelerators will allow us to further extend the range of the heavy-ion physics
programme to include studies of hot nuclear matter.

The focus of this volume is to present a concise yet complete overview of the strategy of
the Compact Muon Solenoid (CMS) experiment [1] to exploit the physics opportunities pre-
sented by the LHC, from the operational procedures of the detectors and the handling of
data to the tools needed to reconstruct high-level physics objects and perform the physics
analyses. This foundation will form the basis not only for the detailed studies on the physics
capability of CMS to be reported in Volume 2, but also for data-taking itself at LHC start-up.

The construction of the CMS subsystems [2]–[8] is nearly complete and installation and com-
missioning of some subsystems is well underway in the CMS surface assembly hall at Point 5
(Figs. CP 2–CP 13). Testing of the large superconducting 4 T solenoid, a key aspect of CMS,
and the concurrent operation of a slice of the experiment in the so-called Magnet Test and
Cosmic Challenge (MTCC) is foreseen in the second quarter of 2006, and the initial results
will be summarized in an addendum to this Report.

The software for the experiment is similarly well advanced, and has been used to perform
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2 Chapter 1. Introduction

detailed simulations of the detector response and to implement sophisticated reconstruction
algorithms already reported in [8], for example, as well as for most of the results reported
here. Recently, however, the need was identified to restructure the software framework in
preparation for CMS data-taking in order to implement calibration and alignment strategies,
ensure tractable reconstruction results, simplify and standardize the reconstruction mod-
ules, and facilitate interactive analyses. A description of this new framework and event data
model is described in Chapter 2.

1.1 The LHC machine
The machine parameters relevant for the operation of CMS are listed in Table 1.1. The LHC
machine comprises 1232 dipole magnets, with r.f. cavities providing a “kick” that results in
an increase in the proton energy of 0.5 MeV/turn. The luminosity is given by:

L =
γ f kB N

2
p

4π εn β∗
F, (1.1)

where γ is the Lorentz factor, f is the revolution frequency, kB is the number of bunches, Np

is the number of protons/bunch, εn is the normalized transverse emittance (with a design
value of 3.75 µm), β∗ is the betatron function at the IP, and F is the reduction factor due to
the crossing angle. The nominal energy of each proton beam is 7 TeV. The design luminosity
of L = 1034 cm−2 s−1 leads to around 1 billion proton-proton interactions per second.

Table 1.1: The machine parameters relevant for the LHC detectors.

pp HI
Energy per nucleon E 7 2.76 TeV
Dipole field at 7 TeV B 8.33 8.33 T
Design Luminosity∗ L 1034 1027 cm−2 s−1

Bunch separation 25 100 ns
No. of bunches kB 2808 592
No. particles per bunch Np 1.15× 1011 7.0× 107

Collisions
β-value at IP β∗ 0.55 0.5 m
RMS beam radius at IP σ∗ 16.7 15.9 µm
Luminosity lifetime τL 15 6 hr
Number of collisions/crossing nc ≈ 20 –

∗ For heavy-ion (HI) operation the design luminosity for Pb-Pb collisions is given.

Another relevant feature is the bunch structure (Fig. 1.1) of the beam, since the various gaps
are used for the purposes of synchronization, acquiring calibration data and providing re-
sets to front-end electronics. The detailed beam structure is determined by the injection
scheme and properties of the dump system. The bunches are formed in the 26 GeV Proton
Synchrotron (PS) with the correct 25 ns spacing. The beam is subsequently accelerated to
450 GeV in the Super Proton Synchrotron (SPS) and transferred to the LHC. This operation
is repeated 12 times for each counter-rotating beam. At each transfer, enough space has to
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be reserved to accommodate the rise time of the injection kickers. Finally, a longer gap is
reserved for the rise time of the dump kicker by eliminating 1 PS batch.

Figure 1.1: The bunch structure of the LHC beam, from [9].

The commissioning of the LHC machine with beams is expected to start in the second half
of 2007 [10], first with a few bunches in single beams, followed by a low luminosity pilot
physics run. This run will consist of machine development periods interleaved with data-
taking runs. The number of bunches per beam is foreseen to be either 43 or 156, with a zero
crossing angle.

The expected evolution of the machine performance is given in Table 1.2. During the pilot
run the aim is to increase the bunch intensity from 1010 p/bunch to 4 × 1010 p/bunch and
decrease β∗ from 18 m to 2 m. With 156 bunches, a luminosity of 2 × 1031 cm−2 s−1 could
be attained. Were it to be possible to approach full bunch intensity, a peak luminosity of
1032 cm−2 s−1 would be attainable. This would give on average 3 inelastic collisions per
bunch crossing. During a month-long pilot physics run, an integrated luminosity of 10 pb−1

could be collected.

In 2008, following the pilot run, operation will start at 75 ns and subsequently 25 ns bunch
spacing. The 75 ns operation is considered an important step in the commissioning of
the LHC and the experiments. It will be especially useful for establishing synchronization
quickly. In the 75 ns mode, each beam will comprise 936 bunches. A crossing angle will be
needed, though it can be smaller than for the 25 ns mode.

It will be desirable to move quickly to a bunch spacing of 25 ns. The number of bunches
will then be the nominal number (2808) with a crossing angle of 285 µrad. The beam current
cannot exceed half the nominal value as part of the beam dump and collimation systems are
staged. This will limit the initial luminosity to L = 2× 1033 cm−2 s−1 until the 2010 run.

During the first full year of physics running, the LHC should reach a peak luminosity of
L = 2×1033 cm−2 s−1. However, the integrated luminosity will most likely be limited by the
time taken to master LHC operation. The integrated luminosity is likely to be about 5 fb−1

[10] in the first year. It may well be lower, as prolonged machine development periods may
be required and higher than foreseen inefficiencies encountered. It should be noted that the
way to maximize the integrated luminosity will be to run at a bunch spacing of 75 ns.
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Therefore, we base the evaluation of the physics potential on several scenarios of integrated
luminosities: 1 fb−1 during the initial operation, 10–30 fb−1 in the “low luminosity” phase
(L = 2× 1033 cm−2 s−1) and 100–300 fb−1 over several years of operation at design or “high
luminosity” (L = 1034 cm−2 s−1).

The first run with heavy-ion beams is expected in 2008, after the first pp physics run. Ini-
tially, 10 times less bunches will be filled and the beam will have a value of β∗ 2 times larger,
resulting in a factor ≈ 20 reduced maximum luminosity of 5.4 × 1025 cm−2s−1. In the fol-
lowing year, depending on the machine performance, the luminosity is expected to reach the
nominal 1027 cm−2s−1 that corresponds to a minimum-bias interaction rate of 8 kHz. The
average luminosity and the lifetime of the beam in the machine will depend on the number
of experiments collecting data, as well as the re-fill time of the accelerator, and the luminosity
is expected to be between 4–6× 1026 cm−2s−1.

Table 1.2: Expected evolution of LHC performance parameters during 2007–2008 [11].

Pilot run 2007 First Physics 2008
Number of bunches 43→156 936→2808

β∗ 18 m→2 m 2 m→ 0.55 m
Protons per bunch 1010 → 4× 1010 (1011) 4× 1010

Luminosity 3× 1029 → 2× 1031 (1032) 1032 → 2× 1033

Integrated Luminosity 10 pb−1 < 5 fb−1

1.2 Coordinate conventions
The coordinate system adopted by CMS has the origin centered at the nominal collision point
inside the experiment, the y-axis pointing vertically upward, and the x-axis pointing radi-
ally inward toward the center of the LHC. Thus, the z-axis points along the beam direction
toward the Jura mountains from LHC Point 5. The azimuthal angle φ is measured from the
x-axis in the x-y plane. The polar angle θ is measured from the z-axis. Pseudorapidity is
defined as η = − ln tan(θ/2). Thus, the momentum and energy measured transverse to the
beam direction, denoted by pT and ET, respectively, are computed from the x and y compo-
nents. The imbalance of energy measured in the transverse plane is denoted by Emiss

T .

A one-quarter cross-sectional view of the CMS Experiment is shown in Figure CP 1 with
some dimensions and lines of constant η superimposed. Some of the labels used to name the
detector elements are also introduced.

1.3 Physics and detector requirements
Search for the Higgs Boson

In the design phase of CMS and ATLAS in the early 1990s, the detection of the SM Higgs
boson was used as a benchmark to test the performance of the proposed designs. It is a
particularly appropriate benchmark since there is a wide range of decay modes depending
on the mass of the Higgs boson.
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The current lower limit on the mass of the Higgs boson from LEP is 114.4 GeV/c2. In the
vicinity of this limit, the branching fractions of the Higgs boson are dominated by hadronic
decays, which are difficult to use to discover the Higgs boson at the LHC due to the large
QCD backgrounds and the relatively poor mass resolution that is obtainable with jets. Hence,
the search is preferentially conducted using final states that contain isolated leptons and
photons, despite the smaller branching ratios.

The natural width of the Higgs boson in the intermediate-mass region (114 GeV/c2 < mH <
2mZ) is only a few MeV, and the observed width of a potential signal will be dominated
by the instrumental mass resolution. In the mass interval 114–130 GeV/c2, the two-photon
decay is one of the principal channels likely to yield a significant signal. Central exclusive
production of the Higgs might offer the only way to access the bb̄ decay mode. The Higgs
boson should be detectable via its decay into 2 Z bosons if its mass is larger than about
130 GeV/c2 (one of the Z’s is virtual when mH is below the ZZ threshold). For 2mZ <
mH < 600 GeV/c2 the ZZ decay, with its four-lepton final states, is the mode of choice.

In the region 600 < mH < 1000 GeV/c2, the cross section decreases so that higher branching
fraction modes involving jets or Emiss

T from W or Z decays have to be used. The jets from W
and Z decays will be boosted and may be close to each other in η-φ space.

The dominant Higgs-boson production mechanism, for masses up to about 700 GeV/c2, is
gluon-gluon fusion via a t-quark loop. The WW or ZZ fusion mechanism becomes impor-
tant for the production of higher-mass Higgs bosons. Here, the quarks that emit the W s or
Zs have transverse momenta of the order of W and Z masses. The detection of the resulting
high-energy jets in the forward regions (2 < |η| < 5) can be used to tag the reaction, improv-
ing the signal-to-noise ratio and extending the range of masses over which the Higgs can
be discovered. These jets are highly boosted and their transverse size is similar to that of a
high-energy hadron shower.

More recently, the fusion mechanism has also been found to be useful for detecting an inter-
mediate mass Higgs boson through channels such as qq → qqH , followed by H → ττ .

Search for supersymmetric particles

The decays of supersymmetric particles, such as squarks and gluinos, involve cascades that,
if R-parity is conserved, always contain the lightest SUSY particle (LSP). The latter is ex-
pected to interact very weakly, thus leading to significant Emiss

T in the final state. The rest of
the cascade results in an abundance of leptons and jets (particularly b-jets and/or τ -jets). In
GMSB schemes with the LSP decaying into a photon and gravitino, an increased number of
hard isolated photons is expected.

Search for new massive vector bosons

The detector requirements for high momenta can be determined by considering decays of
high-mass objects such as Z ′ → e+e− and µ+µ−. The discovery of an object like a Z ′ boson
will, very likely, be limited by the statistical significance of the signal. Ways of distinguishing
between different models involve the measurement of the natural width and the forward-
backward asymmetry, both of which require sufficiently good momentum resolution at high
pT (∆pT/pT < 0.1 at pT ≈ 1 TeV/c) to determine the sign of the leptons and a pseudorapidity
coverage up to η = 2.4.
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Extra dimensions

The existence of extra dimensions can lead to a characteristic energy scale of quantum grav-
ity, MD, which is the analogue of the Planck mass in a D-dimensional theory, and which
could lie just beyond the electroweak scale. In terms of experimental signatures, 3 regimes
can be distinguished [12]: i) Cis-Planckian, where E �MD, leading to signals involving the
emission of gravitons that escape into extra dimensions, e.g. pp→ jet+graviton → jet+Emiss

T ,
ii) Planckian, E ≈ MD, leading to model-dependent signatures. In string-theory motivated
models there are Regge-like excitations that manifest themselves as Z-like resonances with
≈ TeV separations in mass, iii) Trans-Planckian, E �MD, leading to anomalous high mass
dijet production and to mini black hole production with spectacular decays involving equal
and democratic production of fundamental particles such as leptons, photons, neutrinos,
W , Z, jets, etc. The resulting production and kinematic distributions could allow the de-
termination of the Hawking temperature, the mass of the black holes, the number of extra
dimensions, etc.

Standard Model

The LHC will also allow studies of QCD, electroweak, and flavour physics. Precision studies
can give indications for physics beyond the SM, providing complementary information with
respect to direct searches. As an example, extensive tests of QCD will be possible through the
measurement of the production of jets and direct photons with transverse energies up to 3–4
TeV and from cross-section measurements which fall by 11 orders of magnitude. Top quarks
will be produced at the LHC with a rate measured in Hz, thus the opportunity to test the SM
couplings and spin of the top quark is available provided good identification of b-jets in the
decays is possible. Searches for flavour changing neutral currents, lepton flavour violation
through τ → 3µ or τ → µγ, measurements of B0

s → µµ, measurements of triple- and quartic-
gauge couplings, etc. can open a window onto new physics. Finally, in association with
TOTEM, CMS will be able to cover the full range of diffractive physics as well.

Heavy-ion physics

The recent results from RHIC indicate that very strongly interacting nuclear matter is pro-
duced in high energy heavy-ion collisions. The most striking experimental signatures of
the produced matter are the suppression of high pT particles (jet quenching) and the strong
elliptical flow approaching the hydrodynamic limit. The increase in collision energy from√
sNN = 200 GeV/c2 at RHIC to 5500 GeV/c2 at LHC will allow the extension of studies of

jet quenching to much higher pT and the identification of fully formed jets. The measure-
ments of energy flow at LHC will stringently test the liquid-like behavior of the hot nuclear
matter. The increased energy will also allow studies of presently inaccessible hard probes
like Υ and Z0. The studies of jet quenching, energy flow, and quarkonium production will
require large-acceptance, high-resolution calorimeters and tracking devices, as well as a flex-
ible trigger.

1.3.1 Summary of detector requirements

The detector requirements for CMS to meet the goals of the LHC physics programme can be
summarized as follows:

• Good muon identification and momentum resolution over a wide range of mo-
menta in the region |η| < 2.5, good dimuon mass resolution (≈ 1% at 100 GeV/c2),
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and the ability to determine unambiguously the charge of muons with p < 1 TeV/c.

• Good charged particle momentum resolution and reconstruction efficiency in the
inner tracker. Efficient triggering and offline tagging of τ ’s and b-jets, requiring
pixel detectors close to the interaction region.

• Good electromagnetic energy resolution, good diphoton and dielectron mass res-
olution (≈ 1% at 100 GeV/c2), wide geometric coverage (|η| < 2.5), measurement
of the direction of photons and/or correct localization of the primary interaction
vertex, π0 rejection and efficient photon and lepton isolation at high luminosities.

• Good Emiss
T and dijet mass resolution, requiring hadron calorimeters with a large

hermetic geometric coverage (|η| < 5) and with fine lateral segmentation (∆η ×
∆φ < 0.1× 0.1).

The design of CMS, detailed in Section 1.5, meets these requirements. The main distinguish-
ing features of CMS are a high-field solenoid, a full silicon-based inner tracking system, and
a fully active scintillating crystals-based electromagnetic calorimeter.

1.4 Experimental challenge
The total proton-proton cross-section at

√
s = 14 TeV is roughly 100 mb. At design luminos-

ity the general-purpose detectors will therefore observe an event rate of approximately 109

inelastic events/s. This leads to a number of formidable experimental challenges [13].

The online event selection process (“trigger”) must reduce the approximately 1 billion inter-
actions/s to no more than about 100 events/s for storage and subsequent analysis. The short
time between bunch crossings, 25 ns, has major implications for the design of the readout
and trigger systems.

At the design luminosity, a mean of about 20 inelastic (hard-core scattering) collisions will
be superimposed on the event of interest. This implies that around 1000 charged particles
will emerge from the interaction region every 25 ns. The products of an interaction under
study may be confused with those from other interactions in the same bunch crossing. This
problem clearly becomes more severe when the response time of a detector element and its
electronic signal is longer than 25 ns. The effect of this pile-up can be reduced by using high-
granularity detectors with good time resolution, resulting in low occupancy. This requires
a large number of detector channels. The resulting millions of detector electronic channels
require very good synchronization.

The large flux of particles coming from the interaction region leads to high radiation levels,
requiring radiation-hard detectors and front-end electronics.

1.5 CMS: the overall concept
The construction, installation and commissioning of CMS is progressing well, though not
without challenges, towards the goal of being ready for collisions in the second half of 2007.

An important aspect driving the detector design and layout is the choice of the magnetic
field configuration for the measurement of the momentum of muons. Large bending power
is needed to measure precisely the momentum of charged particles. This forces a choice of
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superconducting technology for the magnets. The design configuration chosen by CMS [1]
is discussed below.

The overall layout of CMS is shown in Figure 1.2. At the heart of CMS sits a 13-m-long, 5.9 m
inner diameter, 4 T superconducting solenoid. In order to achieve good momentum resolu-
tion within a compact spectrometer without making stringent demands on muon-chamber
resolution and alignment, a high magnetic field was chosen. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon “stations” to be integrated to ensure robustness
and full geometric coverage. Each muon station consists of several layers of aluminium drift
tubes (DT) in the barrel region and cathode strip chambers (CSCs) in the endcap region,
complemented by resistive plate chambers (RPCs).

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic�
Calorimeter

Hadron
Calorimeter

Preshower

Muon�
Detectors

Superconducting Solenoid

Figure 1.2: An exploded view of the CMS detector.

The bore of the magnet coil is also large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of length 5.8 m and diameter
2.6 m. In order to deal with high track multiplicities, CMS employs 10 layers of silicon mi-
crostrip detectors, which provide the required granularity and precision. In addition, 3 layers
of silicon pixel detectors are placed close to the interaction region to improve the measure-
ment of the impact parameter of charged-particle tracks, as well as the position of secondary
vertices. The EM calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with coverage
in pseudorapidity up to |η| < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap re-
gion. A preshower system is installed in front of the endcap ECAL for π0 rejection. The
ECAL is surrounded by a brass/scintillator sampling hadron calorimeter with coverage up
to |η| < 3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres em-
bedded in the scintillator tiles and channeled to photodetectors via clear fibres. This light



1.5. CMS: the overall concept 9

is detected by novel photodetectors (hybrid photodiodes, or HPDs) that can provide gain
and operate in high axial magnetic fields. This central calorimetery is complemented by a
“tail-catcher” in the barrel region—ensuring that hadronic showers are sampled with nearly
11 hadronic interaction lengths. Coverage up to a pseudorapidity of 5.0 is provided by an
iron/quartz-fibre calorimeter. The Cerenkov light emitted in the quartz fibres is detected by
photomultipliers. The forward calorimeters ensure full geometric coverage for the measure-
ment of the transverse energy in the event.

The overall dimensions of the CMS detector are a length of 21.6 m, a diameter of 14.6 m and
a total weight of 12 500 tons. The thickness of the detector in radiation lengths (Fig. 1.3) is
greater than 25X0 for the ECAL, and the thickness in interaction lengths (Fig. 1.4) varies from
7–11λI for HCAL depending on η. Also shown in both figures is the material depth at each
muon station. Details on the material budget of the inner tracker are given in Section 6.1.1.

1.5.1 Magnet

The required performance of the muon system, and hence the bending power, is defined
by the narrow states decaying into muons and by the unambiguous determination of the
sign for muons with a momentum of ≈ 1 TeV/c. This requires a momentum resolution of
∆p/p ≈ 10% at p = 1 TeV/c.

CMS chose a large superconducting solenoid, the parameters of which are given in Ta-
ble 1.3 [2]. A large bending power can be obtained for a modestly-sized solenoid, albeit a
high-field superconducting one, as the bending starts at the primary vertex. A favourable
length/radius ratio is necessary to ensure good momentum resolution in the forward region
as well. The CMS magnet has been assembled in the surface experiment hall (Figs. CP 2 and
CP 3). The solenoid will be taken up to full current in the second quarter of 2006.

Table 1.3: Parameters of the CMS superconducting solenoid.

Field 4 T
Inner Bore 5.9 m
Length 12.9 m
Number of Turns 2168
Current 19.5 kA
Stored energy 2.7 GJ
Hoop stress 64 atm

The main features of the CMS solenoid are the use of a high-purity aluminium-stabilised
conductor and indirect cooling (by thermosyphon), together with full epoxy impregnation.
This technique was successfully used previously in the construction of the large solenoids for
ALEPH and DELPHI at LEP and for H1 at HERA. However, the large increase in some pa-
rameters such as magnetic field, Ampere-turns, forces and stored energy (2.7 GJ) necessitated
changes. In particular, a four-layer winding has been adopted using a novel conductor with a
larger cross-section that can withstand an outward pressure (hoop stress) of 64 atmospheres.
The conductor carries a current of 20 kA and has a compound structure. The Rutherford-type
cable is co-extruded with pure aluminium, which acts as a thermal stabiliser. This “insert” is
then electron-beam-welded to 2 “plates”, made of a high-strength aluminium alloy, for the
mechanical reinforcement. The overall conductor cross section is 64×22 mm2. The conduc-
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Figure 1.3: Material thickness in radiation lengths after the ECAL, HCAL, and at the depth of
each muon station as a function of pseudorapidity. The thickness of the forward calorimeter
(HF) remains approximately constant over the range 3 < |η| < 5 (not shown).
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tor was manufactured in twenty continuous lengths, each with a length of 2.65 km. Four
lengths were wound to make each of the 5 coil modules. These modules were assembled
and connected together in SX5 at Point 5.

1.5.2 Muon system

Centrally produced muons are measured 3 times: in the inner tracker, after the coil, and in
the return flux. Measurement of the momentum of muons using only the muon system is
essentially determined by the muon bending angle at the exit of the 4 T coil, taking the in-
teraction point (which will be known to ≈ 20 µm) as the origin of the muon. The resolution
of this measurement (labelled “muon system only” in Figure 1.5) is dominated by multiple
scattering in the material before the first muon station up to pT values of 200 GeV/c, when
the chamber spatial resolution starts to dominate. For low-momentum muons, the best mo-
mentum resolution (by an order of magnitude) is given by the resolution obtained in the
silicon tracker (“inner tracker only” in Figure 1.5). However, the muon trajectory beyond the
return yoke extrapolates back to the beam-line due to the compensation of the bend before
and after the coil when multiple scattering and energy loss can be neglected. This fact can be
used to improve the muon momentum resolution at high momentum when combining the
inner tracker and muon detector measurements (“full system” in Figure 1.5).
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Figure 1.5: The muon momentum resolution versus p using the muon system only, the inner
tracker only, or both (“full system”). a) barrel, |η| < 0.2; b) endcap, 1.8 < |η| < 2.0.

Three types of gaseous detectors are used to identify and measure muons [4]. The choice
of the detector technologies has been driven by the very large surface to be covered and
by the different radiation environments. In the barrel region (|η| < 1.2), where the neutron
induced background is small, the muon rate is low and the residual magnetic field in the
chambers is low, drift tube (DT) chambers are used. In the 2 endcaps, where the muon
rate as well as the neutron induced background rate is high, and the magnetic field is also
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high, cathode strip chambers (CSC) are deployed and cover the region up to |η| < 2.4. In
addition to this, resistive plate chambers (RPC) are used in both the barrel and the endcap
regions. These RPCs are operated in avalanche mode to ensure good operation at high rates
(up to 10 kHz/cm2) and have double gaps with a gas gap of 2 mm. A change from the
Muon TDR [4] has been the coating of the inner bakelite surfaces of the RPC with linseed
oil for good noise performance. RPCs provide a fast response with good time resolution
but with a coarser position resolution than the DTs or CSCs. RPCs can therefore identify
unambiguously the correct bunch crossing.

The DTs or CSCs and the RPCs operate within the first level trigger system, providing 2
independent and complementary sources of information. The complete system results in a
robust, precise and flexible trigger device. In the initial stages of the experiment, the RPC
system will cover the region |η| < 1.6. The coverage will be extended to |η| < 2.1 later.

The layout of one quarter of the CMS muon system for initial low luminosity running is
shown in Figure 1.6. In the Muon Barrel (MB) region, 4 stations of detectors are arranged in
cylinders interleaved with the iron yoke. The segmentation along the beam direction follows
the 5 wheels of the yoke (labeled YB−2 for the farthest wheel in−z, and YB+2 for the farthest
is +z). In each of the endcaps, the CSCs and RPCs are arranged in 4 disks perpendicular to
the beam, and in concentric rings, 3 rings in the innermost station, and 2 in the others. In
total, the muon system contains of order 25 000 m2 of active detection planes, and nearly
1 million electronic channels.
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Figure 1.6: Layout of one quarter of the CMS muon system for initial low luminosity running.
The RPC system is limited to |η| < 1.6 in the endcap, and for the CSC system only the inner
ring of the ME4 chambers have been deployed.
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1.5.2.1 Drift tube chambers

The Barrel Detector, shown partially installed into the YB+1 yoke in Figure CP 4, consists
of 250 chambers organized in 4 layers (stations labeled MB1, MB2, MB3 and MB4 with the
last being the outermost) inside the magnet return yoke, at radii of approximately 4.0, 4.9,
5.9 and 7.0 m from the beam axis. Each of the 5 wheels of the Barrel Detector is divided
into 12 sectors, with each covering a 30◦ azimuthal angle. Chambers in different stations are
staggered so that a high-pT muon produced near a sector boundary crosses at least 3 out of
the 4 stations. There are 12 chambers in each of the 3 inner layers. In the 4th layer, the top
and bottom sectors host 2 chambers each, thus leading to a total of 14 chambers per wheel
in this outermost layer. The MB1, 2 and 3 chambers consist of 12 planes of aluminium drift
tubes; 4 r-φ measuring planes in each of the 2 outermost “superlayers,” separated by about
20 cm and sandwiching a z-superlayer comprising 4 z-measuring planes. The MB4 station
does not contain the z-measuring planes. The maximum drift length is 2.0 cm and the single-
point resolution is ≈ 200 µm. Each station is designed to give a muon vector in space, with a
φ precision better than 100 µm in position and approximately 1 mrad in direction.

Each DT chamber has 1 or 2 RPCs coupled to it before installation, depending on the station.
In stations MB1 and MB2, each package consists of 1 DT chamber sandwiched between 2
RPCs. In stations MB3 and MB4, each package comprises 1 DT chamber and 1 RPC, which
is placed on the innermost side of the station. A high-pT muon thus crosses up to 6 RPCs
and 4 DT chambers, producing up to 44 measured points in the DT system from which a
muon-track candidate can be built.

1.5.2.2 Cathode strip chambers

The Muon Endcap (ME) system comprises 468 CSCs in the 2 endcaps. The complete installa-
tion of 1 disk is shown in Figure CP 5. Each CSC is trapezoidal in shape and consists of 6 gas
gaps, each gap having a plane of radial cathode strips and a plane of anode wires running
almost perpendicularly to the strips. All CSCs except those in the third ring of the first end-
cap disk (ME1/3) are overlapped in phi to avoid gaps in the muon acceptance. There are 36
chambers in each ring of a muon station, except for the innermost ring of the second through
fourth disks (ME2/1, ME3/1, and ME4/1) where there are 18 chambers. The gas ionization
and subsequent electron avalanche caused by a charged particle traversing each plane of a
chamber produces a charge on the anode wire and an image charge on a group of cathode
strips. The signal on the wires is fast and is used in the Level-1 Trigger. However, it leads to
a coarser position resolution. A precise position measurement is made by determining the
centre-of-gravity of the charge distribution induced on the cathode strips. Each CSC mea-
sures up to 6 space coordinates (r, φ, z). The spatial resolution provided by each chamber
from the strips is typically about 200 µm (100 µm for ME1/1). The angular resolution in φ is
of order 10 mrad.

1.5.2.3 Forward resistive plate chambers

The system described in the Muon TDR [4] comprises 4 stations covering the pseudorapidity
region up to |η| < 2.1. However, a shortfall of funds has led to the staging of the chambers
sitting beyond |η| > 1.6. RPCs in the first endcap station are also used to help resolve ambi-
guities in the CSCs. There are 36 chambers mounted in each of 2 rings in each of the endcap
stations.
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1.5.3 Electromagnetic calorimeter

The Electromagnetic Calorimeter (ECAL) is a hermetic, homogeneous calorimeter compris-
ing 61 200 lead tungstate (PbWO4) crystals mounted in the central barrel part, closed by 7324
crystals in each of the 2 endcaps.

CMS has chosen lead tungstate scintillating crystals for its ECAL. These crystals have short
radiation (X0 = 0.89 cm) and Moliere (2.2 cm) lengths, are fast (80% of the light is emitted
within 25 ns) and radiation hard (up to 10 Mrad). However, the relatively low light yield
(30 γ/MeV) requires use of photodetectors with intrinsic gain that can operate in a magnetic
field. Silicon avalanche photodiodes (APDs) are used as photodetectors in the barrel and
vacuum phototriodes (VPTs) in the endcaps. In addition, the sensitivity of both the crystals
and the APD response to temperature changes requires a temperature stability (the goal is
0.1◦C). The use of PbWO4 crystals has thus allowed the design of a compact calorimeter
inside the solenoid that is fast, has fine granularity, and is radiation resistant.

The barrel section (EB) has an inner radius of 129 cm. It is structured as 36 identical “su-
permodules,” each covering half the barrel length and corresponding to a pseudorapidity
interval of 0 < |η| < 1.479. The crystals are quasi-projective (the axes are tilted at 3◦ with
respect to the line from the nominal vertex position) and cover 0.0174 (i.e. 1◦) in ∆φ and ∆η.
The crystals have a front face cross-section of ≈ 22×22 mm2 and a length of 230 mm, cor-
responding to 25.8 X0. The rear of an ECAL barrel supermodule and submodules of barrel
crystals can be seen in Figures CP 6 and CP 7, respectively.

The endcaps (EE), at a distance of 314 cm from the vertex and covering a pseudorapid-
ity range of 1.479 < |η| < 3.0, are each structured as 2 “Dees” (Fig. CP 8), consisting of
semi-circular aluminium plates from which are cantilevered structural units of 5×5 crystals,
known as “supercrystals.” In the ECAL TDR [5] the basic mechanical unit was envisaged to
hold 6×6 crystals. The change was accommodated by a corresponding increase in the lateral
size of the crystals. The endcap crystals, like the barrel crystals, off-point from the nominal
vertex position, but are arranged in an x-y grid (i.e. not an η-φ grid). They are all identical
and have a front face cross section of 28.6×28.6 mm2 and a length of 220 mm (24.7 X0). A
preshower device is placed in front of the crystal calorimeter over much of the endcap pseu-
dorapidity range. The active elements of this device are 2 planes of silicon strip detectors,
with a pitch of 1.9 mm, which lie behind disks of lead absorber at depths of 2 X0 and 3 X0.

1.5.3.1 Electronics readout

After amplification by a multi-gain preamplifier, the signal, shaped to peak after about 50 ns,
is sampled and digitized at 40 MHz in 1 of 3 selected 12-bit ADCs used for each channel. A
dynamic range of over 15 bits is attained. For each trigger, consecutive digitizations within a
defined time frame (250 ns) are read out. In order to obtain the amplitude of a digitized pulse,
the samples within the time frame are weighted and summed. The noise performance has
been measured in several supermodules and found to be close to the original specification of
approximately 40 MeV/channel.

1.5.3.2 Performance of the electromagnetic calorimeter

The performance of a supermodule was measured in a test beam. Representative results
on the energy resolution as a function of beam energy are shown in Figure 1.7. The energy
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resolution, measured by fitting a Gaussian function to the reconstructed energy distributions,
has been parameterized as a function of energy:
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where S is the stochastic term, N the noise and C the constant term. The values of these
parameters are listed in the figure.
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Figure 1.7: ECAL supermodule energy resolution, σE/E, as a function of electron energy
as measured from a beam test. The upper series of points correspond to events taken with
a 20×20 mm2 trigger and reconstructed using a containment correction described in Sec-
tion 4.3.2.2. The lower series of points correspond to events selected to fall within a 4×4 mm2

region. The energy was measured in an array of 3×3 crystals with electrons impacting the
central crystal.

1.5.4 Hadron calorimeter

The design of the hadron calorimeter (HCAL) [3] is strongly influenced by the choice of mag-
net parameters since most of the CMS calorimetry is located inside the magnet coil (Fig. CP
1) and surrounds the ECAL system. An important requirement of HCAL is to minimize
the non-Gaussian tails in the energy resolution and to provide good containment and her-
meticity for the Emiss

T measurement. Hence, the HCAL design maximizes material inside the
magnet coil in terms of interaction lengths. This is complemented by an additional layer
of scintillators, referred to as the hadron outer (HO) detector, lining the outside of the coil.
Brass has been chosen as absorber material as it has a reasonably short interaction length, is
easy to machine and is non-magnetic. Maximizing the amount of absorber before the mag-
net requires keeping to a minimum the amount of space devoted to the active medium. The
tile/fibre technology makes for an ideal choice. It consists of plastic scintillator tiles read
out with embedded wavelength-shifting (WLS) fibres. The WLS fibres are spliced to high-
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attenuation-length clear fibres outside the scintillator that carry the light to the readout sys-
tem. This technology was first developed by the UA1 collaboration [14] and at Protvino [15]
and has been used in the upgrade of the CDF endcap calorimeter [16]. The photodetection
readout is based on multi-channel hybrid photodiodes (HPDs). The absorber structure is as-
sembled by bolting together precisely machined and overlapping brass plates so as to leave
space to insert the scintillator plates, which have a thickness of 3.7 mm. The overall assembly
enables the HCAL to be built with essentially no uninstrumented cracks or dead areas in φ.
The gap between the barrel and the endcap HCAL, through which the services of the ECAL
and the inner tracker pass, is inclined at 53◦ and points away from the centre of the detector.

1.5.4.1 Hadron barrel

The hadron barrel (HB) part of HCAL consists of 32 towers covering the pseudorapidity
region−1.4 < η < 1.4, resulting in 2304 towers with a segmentation ∆η×∆φ = 0.087×0.087.
The HB is constructed in 2 half barrels (see Fig. CP 9). Details of the HB design, together
with the performance of production modules measured in CERN test beams, may be found
in [17]. The HB is read out as a single longitudinal sampling. There are 15 brass plates, each
with a thickness of about 5 cm, plus 2 external stainless steel plates for mechanical strength.
Particles leaving the ECAL volume first see a scintillator plate with a thickness of 9 mm
rather than 3.7 mm for the other plates. The light collected by the first layer is optimized to
be a factor of about 1.5 higher than the other scintillator plates.

1.5.4.2 Hadron outer

The hadron outer (HO) detector contains scintillators with a thickness of 10 mm, which line
the outside of the outer vacuum tank of the coil and cover the region −1.26 < η < 1.26. The
tiles are grouped in 30◦-sectors, matching the φ segmentation of the DT chambers. They sam-
ple the energy from penetrating hadron showers leaking through the rear of the calorimeters
and so serve as a “tail-catcher” after the magnet coil. They increase the effective thickness of
the hadron calorimetry to over 10 interaction lengths, thus reducing the tails in the energy
resolution function. The HO also improves the Emiss

T resolution of the calorimeter.

HO is physically located inside the barrel muon system and is hence constrained by the
geometry and construction of that system. It is divided into 5 sections along η, called “rings”
−2, −1, 0, 1, and 2. The fixed ring-0 has 2 scintillator layers on either side of an iron absorber
with a thickness of about 18 cm, at radial distances of 3.850 m and 4.097 m, respectively. The
other mobile rings have single layers at a radial distance of 4.097 m. Each ring covers 2.5 m
in z. HO scintillators follow the HCAL barrel tower geometry in η and φ.

1.5.4.3 Hadron endcap

Each hadron endcap (HE, Fig. CP 10) of HCAL consists of 14 η towers with 5◦ φ segmen-
tation, covering the pseudorapidity region 1.3 < |η| < 3.0. For the 5 outermost towers (at
smaller η) the φ segmentation is 5◦ and the η segmentation is 0.087. For the 8 innermost
towers the φ segmentation is 10◦, whilst the η segmentation varies from 0.09 to 0.35 at the
highest η. The total number of HE towers is 2304.

Details of the HE design, together with the performance of production modules measured in
CERN test beams, may be found in [18].
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1.5.4.4 Hadron forward

Coverage between pseudorapidities of 3.0 and 5.0 is provided by the steel/quartz fibre
Hadron Forward (HF) calorimeter (Fig. CP 11). Because the neutral component of the hadron
shower is preferentially sampled in the HF technology, this design leads to narrower and
shorter hadronic showers and hence is ideally suited for the congested environment in the
forward region. The front face is located at 11.2 m from the interaction point. The depth of
the absorber is 1.65 m. The signal originates from Cerenkov light emitted in the quartz fibres,
which is then channeled by the fibres to photomultipliers. The absorber structure is created
by machining 1 mm square grooves into steel plates, which are then diffusion welded. The
diameter of the quartz fibres is 0.6 mm and they are placed 5 mm apart in a square grid.
The quartz fibres, which run parallel to the beam line, have two different lengths (namely
1.43 m and 1.65 m) which are inserted into grooves, creating 2 effective longitudinal sam-
plings. There are 13 towers in η, all with a size given by ∆η ≈ 0.175, except for the lowest-η
tower with ∆η ≈ 0.1 and the highest-η tower with ∆η ≈ 0.3. The φ segmentation of all
towers is 10◦, except for the highest-η one which has ∆φ = 20◦. This leads to 900 towers and
1800 channels in the 2 HF modules. Details of the HF design, together with test beam results
and calibration methods, may be found in [19].

1.5.4.5 Performance of the hadron calorimeter

In Chapter 11 the simulated single particle energy response and resolution is compared with
test beam data from all 3 geographic parts of the HCAL. However, for gauging the perfor-
mance of the HCAL, it is usual to look at the jet energy resolution and the missing transverse
energy resolution. The granularity of the sampling in the 3 parts of the HCAL has been cho-
sen such that the jet energy resolution, as a function of ET, is similar in all 3 parts. This is
illustrated in Figure 1.8. The resolution of the missing transverse energy (Emiss

T ) in QCD dijet
events with pile-up is given by σ(Emiss

T ) ≈ 1.0
√

ΣET if energy clustering corrections are not
made, while the average Emiss

T is given by 〈Emiss
T 〉 ≈ 1.25

√
ΣET.

1.5.5 Inner tracking system

By considering the charged particle flux at various radii at high luminosity (Table 1.6), 3
regions can be delineated:

• Closest to the interaction vertex where the particle flux is the highest (≈ 107/s at
r ≈ 10 cm), pixel detectors are placed. The size of a pixel is ≈ 100 × 150 µm2,
giving an occupancy of about 10−4 per pixel per LHC crossing.

• In the intermediate region (20 < r < 55 cm), the particle flux is low enough to en-
able use of silicon microstrip detectors with a minimum cell size of 10 cm×80 µm,
leading to an occupancy of ≈ 2–3%/LHC crossing.

• In the outermost region (r > 55 cm) of the inner tracker, the particle flux has
dropped sufficiently to allow use of larger-pitch silicon microstrips with a maxi-
mum cell size of 25 cm × 180 µm, whilst keeping the occupancy to ≈ 1%.

Even in heavy-ion (Pb-Pb) running, the occupancy is expected to be at the level of 1% in
the pixel detectors and less than 20% in the outer silicon strip detectors, permitting track
reconstruction in the high density environment.
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Figure 1.8: The jet transverse energy resolution as a function of the simulated jet trans-
verse energy for barrel jets (|η| < 1.4), endcap jets (1.4 < |η| < 3.0) and very forward jets
(3.0 < |η| < 5.0). The jets are reconstructed with the iterative cone R = 0.5 algorithm. See
Section 11.4 for further details.

The layout of the CMS tracker is shown in Figure 1.9. The outer radius of the CMS tracker
extends to nearly 110 cm, and its total length is approximately 540 cm.

Close to the interaction vertex, in the barrel region, are 3 layers of hybrid pixel detectors at
a radii of 4.4, 7.3, and 10.2 cm. The size of the pixels is 100×150 µm2. In the barrel part, the
silicon microstrip detectors are placed at r between 20 and 110 cm. The forward region has
2 pixel and 9 microstrip layers in each of the 2 Endcaps. The barrel part is separated into an
Inner and an Outer Barrel. In order to avoid excessively shallow track crossing angles, the
Inner Barrel is shorter than the Outer Barrel, and there are an additional 3 Inner Disks in the
transition region between the barrel and endcap parts, on each side of the Inner Barrel. The
total area of the pixel detector is ≈ 1 m2, whilst that of the silicon strip detectors is 200 m2,
providing coverage up to |η| < 2.4. The inner tracker comprises 66 million pixels and 9.6
million silicon strips [20].

Figure 1.9: The tracker layout (1/4 of the z view).
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1.5.5.1 Strip tracker

The barrel tracker region is divided into 2 parts: a TIB (Tracker Inner Barrel, Fig. CP 12) and
a TOB (Tracker Outer Barrel). The TIB is made of 4 layers and covers up to |z| < 65 cm, using
silicon sensors with a thickness of 320 µm and a strip pitch which varies from 80 to 120 µm.
The first 2 layers are made with “stereo” modules in order to provide a measurement in
both r-φ and r-z coordinates. A stereo angle of 100 mrad has been chosen. This leads to a
single-point resolution of between 23–34 µm in the r-φ direction and 230 µm in z. The TOB
comprises 6 layers with a half-length of |z| < 110 cm. As the radiation levels are smaller
in this region, thicker silicon sensors (500 µm) can be used to maintain a good S/N ratio for
longer strip length and wider pitch. The strip pitch varies from 120 to 180 µm. Also for the
TOB the first 2 layers provide a “stereo” measurement in both r-φ and r-z coordinates. The
stereo angle is again 100 mrad and the single-point resolution varies from 35–52 µm in the
r-φ direction and 530 µm in z.

The endcaps are divided into the TEC (Tracker End Cap) and TID (Tracker Inner Disks).
Each TEC comprises 9 disks that extend into the region 120 cm< |z| < 280 cm, and each
TID comprises 3 small disks that fill the gap between the TIB and the TEC. The TEC and TID
modules are arranged in rings, centred on the beam line, and have strips that point towards
the beam line, therefore having a variable pitch. The first 2 rings of the TID and the innermost
2 rings and the fifth ring of the TEC have ”stereo” modules. The thickness of the sensors is
320 µm for the TID and the 3 innermost rings of the TEC and 500 µm for the rest of the TEC.

The entire silicon strip detector consists of almost 15 400 modules, which will be mounted on
carbon-fibre structures and housed inside a temperature controlled outer support tube. The
operating temperature will be around −20◦C.

Table 1.4: Detector types in the silicon tracker
part No. detectors thickness ( µm) mean pitch ( µm)
TIB 2724 320 81/118
TOB 5208 500 81/183
TID 816 320 97/128/143
TEC 2512 320 96/126/128/143
TEC(2) 3888 500 143/158/183

1.5.5.2 Pixel tracker

The pixel detector consists of 3 barrel layers with 2 endcap disks on each side on them (Fig.
1.10). The 3 barrel layers are located at mean radii of 4.4 cm, 7.3 cm and 10.2 cm, and have
a length of 53 cm. The 2 end disks, extending from 6 to 15 cm in radius, are placed on each
side at |z| = 34.5 cm and 46.5 cm.

In order to achieve the optimal vertex position resolution, a design with an “almost” square
pixel shape of 100×150 µm2 in both the (r,φ) and the z coordinates has been adopted. The
barrel comprises 768 pixel modules arranged into half-ladders of 4 identical modules each.
The large Lorentz effect (Lorentz angle is 23◦) improves the r-φ resolution through charge
sharing. One pixel module is shown in Figure CP 13.

The endcap disks are assembled in a turbine-like geometry with blades rotated by 20◦ to
also benefit from the Lorentz effect. The endcap disks comprise 672 pixel modules with 7
different modules in each blade.
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Figure 1.10: Layout of pixel detectors in the CMS tracker.

The spatial resolution is measured to be about 10 µm for the r-φ measurement and about
20 µm for the z measurement. The detector is readout using approximately 16 000 readout
chips, which are bump-bonded to the detector modules.

1.5.5.3 Tracker control and readout scheme

The Silicon Strip Tracker (SST) readout system is based on a front-end APV25 readout chip
[21], analogue optical links [22] and an off-detector Front-End Driver (FED) processing board
[23]. The APV25 chip samples, amplifies, buffers and processes signals from 128 channels of
a silicon strip sensor. Each microstrip is readout by a charge sensitive amplifier with τ =
50 ns. The output voltage is sampled at the beam crossing rate of 40 MHz. Samples are
stored in an analogue pipeline for up to the Level-1 latency of 3.2 µs. Following a trigger,
a weighted sum of 3 samples is formed in an analogue circuit. This confines the signal to a
single bunch crossing and gives the pulse height. The buffered pulse height data from pairs
of APV25 chips are multiplexed onto a single line and the analogue data are converted to
optical signals before being transmitted via optical fibres to the off-detector FED boards. The
output of the transmitting laser is modulated by the pulse height for each strip. The FEDs
digitize, process and format the pulse height data from up to 96 pairs of APV25 chips, before
forwarding zero-suppressed data to the DAQ online farm. The electronics noise/channel of
the tracking system is about 1000 to 1500 electrons before and after irradiation, respectively.
The SST control system comprises ≈300 control rings that start and end at the off-detector
Front-End Controller (FEC) boards [24]. Slow-control commands, clock and Level-1 triggers
are distributed via digital optical links to Digital Opto-Hybrids (DOH) [25], which perform
optical-to-electrical conversion before the control signals are distributed to the front-end elec-
tronics.

The Pixel Tracker readout system is described in detail in [6]. A single pixel barrel module
is readout by 16 Read-Out Chips (ROCs). In the endcaps, the number of ROCs per module
varies from 2 to 10. Each ROC reads an array of 52×80 pixels. Analogue signals and corre-
sponding pixel addresses are stored in a data buffer, waiting for the Level-1 trigger decision.
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Following a Level-1 trigger accept, data are transmitted on optical links to FED boards. In
the barrel, groups of 8 or 16 ROCs are connected to 1 link, whereas in the endcaps there are
21 or 24 ROCs per link. The 40 Pixel FEDs perform digitization and data formatting.

1.5.5.4 Performance of the tracker

The performance of the tracker is illustrated in Figure 1.11, which shows the transverse mo-
mentum and impact parameter resolutions in the r-φ and z planes for single muons with a
pT of 1, 10 and 100 GeV/c, as a function of pseudorapidity. Track reconstruction efficiency
as a function of pseudorapidity for single muons and pions is shown in Figure 1.12. The
material inside the active volume of the tracker increases from ≈ 0.4X0 at η = 0 to around
1X0 at |η| ≈ 1.6, before decreasing to ≈ 0.6X0 at |η| = 2.5.

1.5.6 Trigger and data acquisition

The LHC bunch crossing rate of 40 MHz leads to≈ 109 interactions/sec at design luminosity.
Data from only about 102 crossings/sec can be written to archival media; hence, the trigger
system has to achieve a rejection factor of nearly 106.

The CMS trigger and data acquisition system [7, 8] consists of 4 parts: the detector electron-
ics, the Level-1 trigger processors (calorimeter, muon, and global), the readout network, and
an online event filter system (processor farm) that executes the software for the High-Level
Triggers (HLT).

1.5.6.1 Level-1 trigger

The size of the LHC detectors and the underground caverns imposes a minimum transit time
for signals from the front-end electronics to reach the services cavern housing the Level-1
trigger logic and return back to the detector front-end electronics. The total time allocated for
the transit and for reaching a decision to keep or discard data from a particular beam crossing
is 3.2 µs. During this time, the detector data must be held in buffers while trigger data is
collected from the front-end electronics and decisions reached that discard a large fraction of
events while retaining the small fraction of interactions of interest (nearly 1 crossing in 1000).
Of the total latency, the time allocated to Level-1 trigger calculations is less than 1 µs.

Custom hardware processors form the Level-1 decision. The Level-1 triggers involve the
calorimetry and muon systems, as well as some correlation of information between these
systems. The Level-1 decision is based on the presence of “trigger primitive” objects such
as photons, electrons, muons, and jets above set ET or pT thresholds. It also employs global
sums of ET and Emiss

T . Reduced-granularity and reduced-resolution data are used to form
trigger objects. At startup the Level-1 rate will be limited to 50 kHz (the design value is
100 kHz). Taking a safety margin of a factor of 3 into account for simulation uncertainties, as
well as beam and detector conditions not included in the simulation programs, leads to an
estimated rate of 16 kHz. The design value of 100 kHz is set by the average time to transfer
full detector information through the readout system.

Much of the logic in the trigger system is contained in custom Application Specific Integrated
Circuits (ASICs), semi-custom and gate-array ASICs, Field Programmable Gate Arrays (FP-
GAs), Programmable Logic Devices (PLDs), and discrete logic such as Random Access Mem-
ories that are used for memory Look-Up Tables (LUTs). Where possible and where the added
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Figure 1.11: Resolution of several track parameters for single muons with transverse mo-
menta of 1, 10 and 100 GeV/c: (upper) transverse momentum, (lower left) transverse impact
parameter, and (lower right) longitudinal impact parameter.
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Figure 1.12: Global track reconstruction efficiency for muons (left) and pions (right) of trans-
verse momenta of 1, 10 and 100 GeV/c.

flexibility offers an advantage and is cost effective, designs incorporate new FPGA technol-
ogy.

During the Level-1 decision-making period, all the high-resolution data is held in pipelined
memories. Commodity computer processors make subsequent decisions using more de-
tailed information from all of the detectors in more and more sophisticated algorithms that
approach the quality of final reconstruction.

1.5.6.2 High-Level triggers

Upon receipt of a Level-1 trigger, after a fixed time interval of about 3.2 µs, the data from the
pipelines are transferred to front-end readout buffers. After further signal processing, zero-
suppression and/or data-compression, the data are placed in dual-port memories for access
by the DAQ system. Each event, with a size of about 1.5 MB (pp interactions), is contained in
several hundred front-end readout buffers. Through the event building “switch,” data from
a given event are transferred to a processor. Each processor runs the same high-level trigger
(HLT) software code to reduce the Level-1 output rate of 100 kHz to 100 Hz for mass storage.

The use of a processor farm for all selections beyond Level-1 allows maximal benefit to be
taken from the evolution of computing technology. Flexibility is maximized since there is
complete freedom in the selection of the data to access, as well as in the sophistication of the
algorithms.

Various strategies guide the development of the HLT code. Rather than reconstruct all possi-
ble objects in an event, whenever possible only those objects and regions of the detector that
are actually needed are reconstructed. Events are to be discarded as soon as possible. This
leads to the idea of partial reconstruction and to the notion of many virtual trigger levels,
e.g., calorimeter and muon information are used, followed by use of the tracker pixel data
and finally the use of the full event information (including full tracking).
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1.5.7 Software and computing

The CMS software and computing systems need to cover a broad range of activities includ-
ing the design, evaluation, construction, and calibration of the detector; the storage, access,
reconstruction and analysis of data; and the support of a distributed computing infrastruc-
ture for physicists engaged in these tasks.

The storage, networking and processing power needed to analyse these data is well in ex-
cess of today’s facilities and exceed any reasonably projected capabilities of CERN’s central
computing systems. The CMS computing model [26] is therefore highly distributed, with a
primary “Tier-0” centre at CERN being supplemented by Tier-1 and Tier-2 computing centres
at national laboratories and universities worldwide.

New computing grid technologies will be used to facilitate the seamless exploitation of these
distributed centres. Close collaboration is maintained with running HEP experiments to
learn from their experience and adopt and extend appropriate computing technologies they
have developed. The “LHC Computing Grid,” a joint project of the experiments and labora-
tories, is proceeding towards integration and deployment of grid technologies for LHC.

Much software has to be developed and verified for simulation and physics analysis, as well
as for common libraries, tools and frameworks. All of this has to be ready and tested by the
start of data taking in 2007. To this end, “Data Challenges” of increasing size and complexity
are being performed by CMS in order to subject the steadily developing computing environ-
ment and software to progressively more realistic tests. Of particular note is the Computing,
Software and Analysis challenge foreseen in the second half of 2006.

1.5.8 Performance: mass resolutions

An indication of the performance of CMS can be obtained by looking at the mass resolution
for various states (Table 1.5, from [13]).

Table 1.5: Mass resolution for various states at a luminosity of L = 2× 1033 cm−2 s−1.
CMS

GeV/c2

B → ππ 0.031
B → J/ΨK0

S 0.016
Υ → µ+µ− 0.050
H(130 GeV/c2) → γγ 0.90
H(150 GeV/c2) → ZZ∗ → 4µ 1.3
A(500 GeV/c2) → ττ 75.0
W → jet-jet 13.0
Z ′(1 TeV/c2) → µ+µ− 45.0
Z ′(1 TeV/c2) → e+e− 5.0

1.5.9 Radiation levels in CMS

The high particle fluxes emanating from the interaction region lead to high radiation levels
requiring radiation hard detectors and front-end electronics. The expected radiation levels
in CMS for the various detectors are given in Tables 1.6 and 1.7 for an integrated luminosity
of 500 fb−1, corresponding to the first 10 years of running.
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Table 1.6: Hadron fluence and radiation dose in different radial layers of the CMS Tracker
(barrel part) for an integrated luminosity of 500 fb−1 (≈ 10 years).

Radius (cm) Fluence of fast hadrons Dose (kGy) Charged Particle Flux
(1014 cm−2) (cm−2s−1)

4 32 840 108

11 4.6 190
22 1.6 70 6× 106

75 0.3 7
115 0.2 1.8 3× 105

Table 1.7: Radiation dose in CMS Calorimeters for an integrated luminosity of 500 fb−1 (≈ 10
years).

Pseudorapidity (η) ECAL Dose (kGy) HCAL Dose (kGy) ECAL Dose Rate (Gy/h)
0–1.5 3 0.2 0.25
2.0 20 4 1.4
2.9 200 40 14
3.5 – 100 –
5 – 1000 –

1.6 The current state of the construction, installation and com-
missioning of CMS

The CMS detector is being assembled in the surface assembly hall, SX5, at Point 5 in Cessy.

For ease of assembly, installation and maintenance, CMS has been designed along the fol-
lowing lines:

• All the subdetectors should be maintainable by opening CMS in large sections,

• The movements of these sections should be possible without un-cabling the at-
tached subdetectors and without breaking the chain of services (cooling, LV, etc.)
allowing fast re-commissioning after closing,

• access must be possible to the Tracker flange for at least 1 day during a 10-day
shut-down.

The main design consequences are as follows:

• The Barrel yoke is sectioned into 5 ring-sections and each Endcap yoke into 3 disk-
sections (4 with YE4) to allow maintenance of the Muon stations.

• The Hadron Forward (HF) calorimeters have been pushed outside of the yoke to
allow easy sliding of the Endcaps along the beam-pipe.

• This allows the beam-pipe to flare out, which reduces the background from sec-
ondary interactions, and improves pumping without having to put a vacuum
pump too near the interaction point.

Civil Engineering (CE) work at Point 5 (located at Cessy, France) has finished. Installation
of the counting room and service infrastructure in cavern USC55 is advancing well. The
counting room is expected to be ready for subdetector readout crate installation in the second
quarter of 2006. The experiment cavern will be ready to receive detector elements in May
2006.
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The magnet yoke has been assembled at Point 5 for some time. The assembly of the solenoid
(coil integrated into the vacuum tank) is expected to be finished in January 2006 and cool-
down started. The coil will be powered to full current in the second quarter of 2006.

There are 3 main phases in the assembly of the Tracker: module production, assembly of
modules into TOB-rods, TIB-shells, and TEC-petals, and finally the integration of TOB rods,
complete TIB and complete TEC structures into the Tracker Support Tube. The first phase
is almost complete, the second is progressing and the third is expected to be completed by
the summer of 2006. The commissioning of the full tracker, 25% at a time, is foreseen in the
autumn of 2006, before transport to Point 5 at the end of 2006.

The delivery of crystals defines the critical path for the ECAL. At the time of writing, some
46 000 out of 61 200 barrel crystals have been delivered. The serial integration of electron-
ics into bare supermodules (SMs) has started. These SMs comprise 1700 crystals, which are
tested after assembly in the laboratory for a period of 1 week and with cosmic rays for an-
other 1 week. The first half-barrel should be lowered into UX5 by mid-2006. The whole
barrel ECAL should be ready for the pilot physics run in 2007, and the endcaps by the first
physics run in 2008.

All HCAL module types [HB (barrel), HE (endcap), HO (outer) and HF (forward)], including
absorber and optics, are completed. Photodetectors and electronics have been installed or are
being installed prior to a comprehensive calibration of HCAL using Co-60 sources. HF will
be the first subdetector to be lowered in May of 2006.

All of the CSC chambers (a total of 496, including 6% spares) are at CERN. At the time of
writing, some 342 (75%) have been installed on the magnet yoke disks; almost all of the
installed chambers have been fully commissioned using cosmic rays.

The assembly of DT chambers should be completed by the beginning of 2006, except for
the MB4 chambers which will be finished by April 2006. The installation of DT chambers
in yoke wheels YB+2 and YB+1 (84 DT and RPC packages) is complete. The installation
will be completed in the other wheels before they are lowered. The commissioning of YB+2
chambers using cosmic rays has been finished and the cabling operation has just started.

The installation of RE1 chambers should be completed by the end of this year.

The muon-alignment hardware for the magnet test is in production. All MABs (carbon-
fibre position reference structures) are at CERN. Installation and cabling of components has
started on YE+.

The trigger system is mostly in production. Production of some trigger components has
already finished. There is much work underway on software and firmware. Integration tests
of detector primitive generators, trigger system and DAQ are underway. Components of the
trigger system are being thoroughly exercised and integrated with other trigger and detector
electronics systems in the Electronics Integration Centre (Building 904 on the Prevessin site)
in preparation for installation in USC55. Some components of the final system will be used
in data taking during the magnet test at SX5 in early 2006.

The production of the Data-to-Surface (D2S) custom components has been completed and
the electrical and functional tests have been passed. The final system tests have started in
Building 904. The D2S FED builder system (1024 Myrinet 2XP link boards, 10 Myrinet crates
and switches) has been delivered, and part of the modules have been installed in the pre-
series system at Point 5. The D2S components (except PC and fibres) are ready for installation
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and the start of the readout commissioning in USC. A 16×16 readout builder with 16 FRL-
FED columns is permanently running in Point 5 and used to test the integration of the central
DAQ with the detector systems participating in the Magnet Test.

In the current CMS Master Schedule, v34.2, the initial detector is foreseen to be installed and
closed for beam on 30 June 2007 and be ready for first collisions in late summer of 2007.
Installation of the pixel tracker, although ready in summer 2007, and the ECAL endcaps is
foreseen during the 2007/2008 winter shutdown, in time for the first physics run in spring
2008. The staged items include part of the fourth endcap muon station ME4/2, RPC cham-
bers at low angles (|η| > 1.6), 60% of the DAQ online farm and the third pair of forward pixel
disks.



Chapter 2

Software Components

The reconstruction algorithms described in this Volume (detector chapters) as well as the
simulation tools used to study the performance of these algorithms have been implemented
in the object-oriented framework COBRA [27]. The collection of detector simulation and re-
construction code developed in this framework is known as ORCA [28], and with COBRA,
has served the simulation and design needs of the Collaboration since development began
in 1998, including studies reported in previous Technical Design Reports [7, 8].

In 2003 we completed a transition from a detector simulation based on GEANT3 [29], a pack-
age known as CMSIM [30], to an object-oriented version based on GEANT4 [31], a package
called OSCAR [32]. The simulated samples of LHC collisions and detector effects using OS-
CAR make up most of the samples used for the studies described in this Report.

Recently, a comprehensive set of changes have been made in the underlying software frame-
work, the services it provides, and in the model for data storage to prepare the experiment
for LHC data-taking. These changes address additional requirements on the software to
implement calibration and alignment strategies, ensure tracking and reproducibility of the
reconstruction results, simplify and standardize the way physicists develop reconstruction
algorithms, and facilitate interactive analysis (where we aim to eliminate the need for post-
reconstruction “ntuples”).

The overall collection of software, now referred to as CMSSW [33], is built around a Frame-
work, an Event Data Model, and Services needed by the simulation, calibration and align-
ment, and reconstruction modules that process event data so that physicists can perform
analysis. Already several instances of the software and analysis reported in the two Volumes
of this Technical Design Report have migrated to this newer software foundation.

This chapter thus describes the software components in development or migration to pre-
pare CMS for LHC collisions in 2007, and lays the foundation for the detector operation and
reconstruction methodologies described in later chapters.

2.1 CMS software architecture
The high-level goals of the CMS software are to process and select events inside the High
Level Trigger Farm [8], to deliver the processed results to experimenters within the CMS
Collaboration, and to provide tools for them to analyze the processed information in order
to produce physics results.

Many technical requirements should be considered such as the memory consumption and

28
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processing time per event necessary to meet financial constraints, and the physics perfor-
mance requirements encompassing the ability to reproduce faithfully details of the underly-
ing physics processes based on the detector data.

2.1.1 Requirements

CMS has identified [34] the following underlying principles which motivate the overall
design of the CMS software architecture.

• Multiple Environments: Various software modules must be able to run in a va-
riety of environments as different computing tasks are performed. Examples of
these environments are High Level triggering, production reconstruction, pro-
gram development, and individual analysis;

• Migration between environments: a particular software module may start out
being developed for one environment, then later used in other unforeseen envi-
ronments as well;

• Migration to new technologies: hardware and software technologies will change
during the lifetime of the experiment: a migration to a new technology should
require a finite effort localized in a small portion of the software system, ideally
without involving changes to physics software modules;

• Dispersed code development: the software will be developed by organizationally
and geographically dispersed groups of experimenters;

• Flexibility: not all software requirements will be fully known in advance, there-
fore the software systems must be adaptable without requiring total rewrites;

• Ease of use: the software systems must be easily usable by collaboration physi-
cists who are not computing experts and cannot devote large amounts of time to
learning computing techniques.

These requirements imply that software should be developed keeping in mind not only per-
formance but also modularity, flexibility, maintainability, quality assurance and documen-
tation. CMS has adopted an object-oriented development methodology, based primarily on
the C++ programming language.

2.1.2 Architecture design

The requirements described above (see Section 2.1.1) on the software architecture result in
the following overall structure for the CMS software:

• an application framework customizable for each of the computing environments;

• physics software modules with clearly defined interfaces that can be plugged into
the framework;

• services and utility toolkits that can be used by any of the physics modules.

The framework defines the top level abstractions, their behavior and collaboration patterns.
It comprises two components: a set of classes that capture CMS specific concepts like detector
components and event features and a control policy that orchestrates the instances of those
classes taking care of the flow of control, module scheduling, input/output, etc. This control
policy is tailored to the task at hand and to the computing environment.
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The physics and utility modules are written by detector groups. The modules can be plugged
into the application framework at run time, independently of the computing environment.
One can easily choose between different versions of various modules. The physics modules
do not communicate with each other directly but only through the data access protocols that
are part of the framework itself.

The service and utility toolkit consists of two major categories of services: physics type ser-
vices (histogrammers, fitters, mathematical algorithms, geometry and physics calculation
routines) and computer services (data access, inter module communication, user interface,
etc.). This toolkit is based on LCG Application Area components [35]. Both the application
framework and the service and utility toolkit shield the physics software modules from the
underlying technologies which will be used for the computer services. This will ensure a
smooth transition to new technologies with changes localized in the framework and in spe-
cific components of the service toolkit.

We are starting to put in place a more robust and reliable development process with emphasis
on guidance and use of automated tools and extensive testing and validation releases.

2.1.3 Software domain decomposition

Several orthogonal domain decompositions have been identified.

The first spans between the primary data-processing activities:

• The Event Farm and High-Level triggering;

• Simulation including event generation, pile-up and digitization;

• Local and Global Reconstruction;

• Calibration and Alignment processing;

• High Level Objects (muons, electrons, jets, etc.);

• Physics tools and visualization;

• Physics and Data Quality Monitoring.

The second domain decomposition spans the CMS subdetectors. These are described in the
different detector chapters of this volume, and include:

• Tracker detector, which itself is comprised of the pixel detector, the silicon strip
detector;

• Electromagnetic Calorimeter;

• Hadron Calorimeter;

• Muon Detectors (DT, CSC, RPC);

• Forward detectors.

Further domain decompositions cover the infrastructure needed to support the software de-
velopment activity, and components that derive from the overall architectural vision.

The overall structure of the CMS Software Project is the following:

• Framework and Services. A common event processing framework has been adopted
based on plug-compatible components and abstract interfaces. A variety of ser-
vices such as scripting, magnetic field, etc. have been developed in support of this
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framework. The framework is described in Section 2.2. Services are described in
detail in Sections 2.2.3, 2.4, and 2.10.

• Event generators, simulation, pile-up and digitization. These are described in
Section 2.5.

• Event selection and reconstruction. These are described in Section 2.7.

• Calibration and alignment. The high-level requirements for subdetector calibra-
tion and alignment as well as the DB infrastructures are described in Section 2.8.

• Event Filter and Data Quality Monitoring. These are described in Sections 2.3 and
2.9

• Software Development tools and validation. This task provides the services that
support the software development process including the source code repository,
tools for building coherent releases of the software, and for testing and validating
those releases, and documentation tools and services. These are described in detail
in Section 2.11.

2.2 Framework
The primary goal of the CMS Framework and Event Data Model (EDM) is to facilitate the
development and deployment of reconstruction and analysis software. Ease-of-use is very
high in the design priorities; for example, developers are encouraged to make their stored
data objects as simple as possible in order to remove the need for specialized private analysis
data formats and the code used to make them. All reconstruction results should be made
persistent in a format that can be directly used by an analysis without any additional layer.

Another way to ensure consistency and ease of use of the software is automation: the Frame-
work provides ways to guarantee reproducibility by automatically maintaining and record-
ing sufficient provenance information for all application results. This avoids developers hav-
ing to record such information separately on how a particular reconstruction result was ob-
tained.

This section is organized as follows: Section 2.2.1 will focus on the Event Data Model and
Section 2.2.2 will describe the main features of the framework. Finally in Section 2.2.3 we
will describe the various services associated with the framework (i.e. geometry, non-event
data, magnetic field, etc.)

2.2.1 Event Data Model–data access

The event data model is centered around the “Event.” The Event holds all data that was
taken during a triggered physics event as well as all data derived from the taken data. Auxil-
iary information needed to process an Event is accessed via the “EventSetup.”

Events are processed by passing the Event through a sequence of modules. The exact se-
quence of modules is specified by the user. When an Event is passed to a module, that
module can get data from the Event and put data back into the Event. When data is put
into the Event, the provenance information about the module that created the data will be
stored with the data into the Event.
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The Event class1 represents the observed and inferred products of a single triggered readout
of the CMS detector. The Event is responsible for managing the lifetime of, and relationships
between, it contents. The contents of the Event can include objects representing the raw de-
tector output, reconstruction products, simulation products, and analysis objects relating to
a single beam crossing or simulation thereof. The Event also contains “metadata” describing
the configuration of the software used for the reconstruction of each contained data object
and the conditions and calibration data used for such reconstruction.

2.2.2 Framework-module types and communication

The purpose of a “module” is to allow independent development and verification of distinct
elements of triggering, simulation, reconstruction, and analysis. The concept of an event-
processing module, each of which encapsulates a unit of clearly defined event-processing
functionality, is introduced to support this goal. Such modules are not allowed to commu-
nicate directly with each other, which allows them to be independently tested and reused.
Instead, modules communicate only through the Event. Figure 2.1 shows the collaborating
components.

InputSource

Event EventSetup Database(s)

Module A1 Module AN

Module B1 Module BN

Schedule Output 1

Output 2

Output 3

ParameterSetConfig file

Figure 2.1: Components of the CMS Framework and EDM.

2.2.2.1 Framework configuration

The CMS framework executable (cmsRun) is configured, by “ParameterSets,” which are
collections of named parameter/value pairs. These ParameterSets are created from a user-
written configuration file. The ParameterSets used to configure a job will be stored in the
same file as the event data written by that job.

1In C++, a class bundles together some amount of data with the set of functions relevant for manipulating
those data.
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2.2.2.2 General characteristics of modules

Here are some characteristics of modules: a “module” is the generic term for a “worker”
in the Framework. Not all modules have the same interface. Modules are scheduled by
the “ScheduleBuilder,” and invoked by the “ScheduleExecutor.” Each module instance is
configured with a ParameterSet. Modules must not interact directly with (i.e. call) other
modules.

Only modules are configurable. An internal algorithm is configured by percolating Parame-
terSets to the algorithm, through the module that contains the algorithm. In order to provide
for modular testing, which is important for quality assurance of the physics results, we re-
quire that modules communicate only through the Event, by putting “EDProducts” into the
Event. Furthermore, we require that one may “cut” the event-processing chain between any
two modules, and save the state of the event at that instant. This requires that all EDProd-
ucts have the ability to be made persistent. While each EDProduct can be made persistent,
this does not imply each one must be for every event. The event output mechanism must be
capable of selective writing of EDProduct instances to several output streams.

Here is a (possibly non-exhaustive) list of framework module types:

• event data producers (“EDProducers” )—used in triggering, reconstruction, and
simulation, these are the modules that put data products into the Event.

• output—each of these modules write the event data to one of several persistent
forms.

• filter (“EDFilters”)—used in triggering, these modules control the flow of process-
ing for the trigger lists.

• analyzers (“EDAnalyzers”)—these modules do not modify the event data, but can
use it to create histograms or other event summaries.

• input—while not in the Framework’s technical sense a module, input modules are
used to read event data (e.g., from persistent storage, or from the DAQ system)
and to deliver the data to the Framework.

2.2.2.3 Scheduler and paths

We will support two different “styles” of event-processing application in the same software
framework. One style of application supports “reconstruction on demand,” in the style of
the previous COBRA framework [27]. The other style is more similar to the style of the CDF
[36] and DØ [37] trigger and reconstruction frameworks. We call these two styles unscheduled
and scheduled, respectively.

For both the unscheduled and the scheduled applications, EDProducer instances are the ob-
jects that actually perform the task of reconstruction. An author of an EDProducer does not
need to choose to support one or the other style of use; any EDProducer is able to be used
in either mode. For both styles of application, the same EDProduct classes are used, and
the same EDProduct instances will be produced from identically-configured EDProducers.
For both styles of application, the same parameter set system is used to configure the ED-
Producers. For both styles of application, the same input and output formats are supported.
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2.2.2.3.1 Scheduled application A scheduled application is configured by specifying
a module instance path through which the Event will flow. More derived or calculated prod-
ucts will be added to the Event as it moves through the path. This is our baseline mode.

The responsibility of getting the proper dependency ordering within an explicitly specified
path lies with the person configuring the job. However each path can be considered inde-
pendent of the others. It is the job of the framework to optimize the schedule given a set of
fully self-contained reconstruction paths.

2.2.2.3.2 Unscheduled application An unscheduled application is configured by spec-
ifying: a selection of independent top-level EDProducts to be written out, or a selection of
independent high-level triggers to be run, or an analysis module to be run, or some combi-
nation of the above. Calculated products will be added to the event as a result of requesting
them from the Event.

The responsibility of getting the proper dependency ordering is handled automatically by
the code. Each top-level EDProduct request can be considered independent of the others.

2.2.2.4 Provenance

It is critical for users to be able to unambiguously identify how each reconstruction result
was produced. There are several varieties of information that constitute this identification.

Collectively, we refer to all this information as the provenance of the EDProduct. Each ED-
Product is associated with a “Provenance” object that records this information. Where ap-
propriate, Provenance objects are shared between EDProduct instances.

1. Module configuration

(a) The unique identifier representing all (the names and values) of the run-time con-
figuration parameters given to the module.

(b) A string giving the fully-qualified class name of the module.

2. Parentage

A vector of the unique identifiers of the EDProducts used as inputs for this bit of re-
construction. The identifiers are unique to the Event.

Although a module can make use of more than 1 input to create its output, we make
no attempt to specify the type of the EDProduct to which each of the entries in this
vector refer. If such identification is needed in a particular EDProduct, that product
can store the information in its own member data. However, a mapping of class name
to “EDP id” is deemed unnecessarily complex for the simple use to which the parentage
information in this general form is put.

3. Executable configuration

(a) A human-friendly string called a “module label,” which is a unique identifier
(within a job) used for EDProducts created by the module configured by this label.
This label comes from a module configuration parameter with a fixed name. Each
module has exactly 1 of these.
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The label configuration parameter is special. Changing the label in the config-
uration will cause a new module to come into existence because a unique Pa-
rameterSet determines module instances. However, the label is not part of the
permanently generated ID.

(b) A single version number that defines the code for the entire executable. The user
can obtain specific library version numbers by querying a central database, using
this version number.
The value is only meaningful for tagged releases. This number specifies which
libraries were available when building the application; it does not indicate that all
such libraries were used.

4. Conditions Data

An identifier representing the calibration and alignment set that was used in the con-
struction of this EDProduct.

We assume here that calibration and alignment are handled in the same way and that
this single, high-level identifier refers to all the calibration information used for this
event. It is possible that individual calibrations (e.g., inner tracker, calorimeter, muon
detector) will also have IDs associated with them and that each of these will need to be
recorded instead of the “set” ID.

Other conditions data IDs may also be needed here, such as geometry version or hard-
ware configuration.

5. Job configuration

A physical process name. A job starts up in a particular context such as HLT or Re-
construction. This name identifies the process under which the job was started and is
likely to be a run-time property.

All of this provenance data is distinguished from the event data because their home is in an an-
cillary database, although a copy may be readily accessible from the event data (e.g., within
the POOL file [38] that contains events).

A “Provenance” serves to collect the relevant information describing how a given EDProduct
was created. Each EDProduct is associated (in an Event) with one Provenance.

2.2.3 Framework services

The Framework identifies 2 categories of services based on whether or not the service can
affect physics results. The 2 categories are handled by different system: the “ServiceRegistry”
system and the “EventSetup” system.

2.2.3.1 ServiceRegistry System

The ServiceRegistry system provides services which are application extensions and, as such,
their use should have no effect on physics results. Therefore, the ServiceRegistry is used to
deliver services such as the error logger or a debugging service which provides feedback
about the state of the Framework (e.g., what module is presently running). What services
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are to be used in a job and the exact configuration of those services is handled through the
standard configuration mechanism, i.e., via a ParameterSet.

Because ServiceRegistry services are meant to be application extensions that have no effect
on physics results, a service can be accessed globally (e.g., the error logging service can be
called from any piece of code). All services are accessed using a consistent interface to make
the system easier to learn and maintain. If an algorithm asks for a service which is not
available, the error is handled using the same method used when data is not available in the
Event.

Services are informed about the present state of the Framework, e.g., the start of a new Event
or the completion of a certain module. Such information is useful for producing meaningful
error messages from the error logger or for debugging.

2.2.3.2 EventSetup system

To be able to fully process an Event, for example in an analysis, requires additional informa-
tion outside of the Event itself (e.g., magnetic field measurements). These non-Event data
are data whose “interval of validity” (IOV) is longer than 1 Event. We have 2 types of IOVs
which are distinguished by whether or not the DAQ system initiated the interval of validity
transition. IOVs initiated by DAQ (such as the Event or a Run transition) are to be handled
by the Event system. All other IOVs are handled by the EventSetup system. The EventSetup
system provides a unified access model for all services that deliver non-Event data.

The EventSetup provides a uniform access mechanism to all data/services constrained by
an IOV. This will include all calibrations, alignments, geometry descriptions, magnetic field
and run conditions recorded during data acquisition. Figure 2.2 shows the main concepts for
the EventSetup, which are:

1. Record: holds data and services which have identical IOVs.

2. EventSetup: holds all Records that have an IOV which overlap with the “time” of the
Event being studied.

AECal Calibration

Pixel Calibration A
B

Run A B
Event

AECal Alignment

APixel Alignment B

B
A
A
A

EventSetup

time

Figure 2.2: The EventSetup is formed from the Records that have an IOV that overlaps with
the moment in time that is being studied.
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2.2.3.2.1 EventSetup As shown in Figure 2.2, the EventSetup provides access to the
various Records it contains. If the requested Record is not available, the Framework will
take appropriate action (e.g., stop the job or skip that Event). In this way physicists can
safely assume that the Record they want exists. In addition to access to Records, the Event-
Setup provides access to information about the “instance in time” for which the EventSetup
is describing (e.g., the run and event number).

2.2.3.2.2 Records Records provide safe, read-only access to the objects they contain.
This is done in a method analogous to data access from the Event. A Record also provides
access to its interval of validity ( IOV ).

The EventSetup system sets no requirements on the data/services which may be placed in
a Record. The only restriction is the lifetime within the program of the data/services within
a Record is only guaranteed to be as long as the IOV for which the Record is appropriate
(e.g., if the IOV of the data is only good for 1 run, then the object holding the data is only
guaranteed to be available for that 1 run). This does not mean that an object that holds a
datum/service within a Record cannot be reused across an IOV transition (e.g., one run to
the next). It only means code that reads the object from a Record should not assume that it
will be reused and therefore should be re-read after every IOV transition. The ability to reuse
an object is meant to allow for speed optimizations within the program.

In the case where the data or service is only meant to come from one Record (e.g., the ECAL
pedestal data only come from the ECAL pedestal Record), then the “default” Record can be
declared. If a default Record has been declared for some data, then users can access that
data directly from the EventSetup without having to specify the Record. For example, a
physicist can ask for the ECAL pedestal data directly from the EventSetup rather than first
asking the EventSetup for the ECAL pedestal Record and then asking that Record for the
data. This is intended to decrease the workload on experimenters since they have to know
less information (e.g., what data is in what Records) and can write fewer lines of code.

Sometimes an algorithm in the EventSetup is dependent on data coming from more than 1
Record. For example, the aligned tracking geometry is dependent on the “ideal geometry”
and on the tracking alignment values. In such a case, the Record used by that algorithm
needs to be declared “dependent” on the other Records. The IOV of a dependent Record is
the intersection of the IOV of all the Records to which it depends. For example, the IOV of
the aligned tracking geometry must change when either the IOV of the ideal geometry or of
the alignment values changes. The EventSetup system guarantees that the proper relation-
ships between the IOVs is preserved. Dependent Records allow access to only those Records
to which they are dependent. In this way, the IOV dependencies between Records can be
enforced (if you can not read data from another Record then you can not be dependent on
that Record).

2.2.3.2.3 EventSetup system components The EventSetup system design uses 2 cat-
egories of components to do its work: “ESSource” and “ESProducer.” These components are
configured using the same configuration mechanism as their Event counterparts, i.e., via a
ParameterSet.

ESSource: an ESSource is responsible for determining the IOV of a Record (or a set of Records).
The ESSource may also deliver data/services. An ESSource normally reads its information
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from a “persistent store” (e.g., a database) although it is not required to do so. For example,
the ECAL pedestals will be delivered via an ESSource that reads the appropriate values from
a database.

ESProducer : an ESProducer is, conceptually, an algorithm whose inputs are dependent on
data with IOVs. The ESProducer’s algorithm is run whenever there is an IOV change for
the Record to which the ESProducer is bound. For example, an ESProducer is used to read
the ideal geometry of the tracker as well as the alignment corrections and then create the
aligned tracker geometry from those 2 pieces of information. This ESProducer is told by
the EventSetup system to create a new aligned tracker geometry whenever the alignment
changes.

2.3 Event Filter
The CMS Trigger and Data Acquisition System (TriDAS) is designed to inspect the detec-
tor information at the full crossing frequency and to select events at a maximum rate of
O(102) Hz for archiving and later offline analysis. The required rejection power of O(105) is
too large to be achieved in a single processing step, if a high efficiency is to be maintained
for the physics phenomena CMS plans to study. For this reason, the full selection task is split
into 2 steps. The first step (Level-1 Trigger) is designed to reduce the rate of events accepted
for further processing to less than 100 kHz. The second step (High-Level Trigger, or “HLT”)
is designed to reduce this maximum Level-1 Accept (L1A) rate of 100 kHz to a final output
rate of approximately 100 Hz. The design of the Level-1 Trigger has already been extensively
documented in Volume 1 of the TriDAS Technical Design Report [7]. The design of the Data
Acquisition System is documented in Volume 2 [8].

The functionality of the CMS DAQ/HLT system can be summarized in 4 points:

• perform the readout of the front-end electronics after a Level-1 Trigger accept and
assemble data from a given bunch-crossing in a single location (the memory of a
computer);

• execute physics selection algorithms on the events read out, in order to accept the
ones with the most interesting physics content;

• forward accepted events, as well as a small sample of the rejected ones, to online
services monitoring the performance of the CMS detector

• provide the means of archiving accepted events in mass storage

2.3.0.3 DAQ architecture overview

The following is a schematic summary of the main functional elements as depicted in Fig-
ure 2.3:

• Detector Front-ends: the modules that store the data from the detector front-end
electronics upon the reception of a Level-1 Trigger accept signal.

• Readout Systems: the modules that read the data from the detector Front-End and
store them, until they are sent to the processor which will analyze the event.

• Builder Network: the collection of networks that provide the interconnections
between the Readout and the Filter Systems. It is a large switching fabric, capable
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Figure 2.3: General architecture of the CMS DAQ System.

of supplying 800 Gb/s sustained throughput to the Filter Systems.

• Event Manager: the entity responsible for controlling the Builder Network data
flow.

• Controls: all the entities responsible for the user interface and the configuration
and system monitoring of the DAQ.

• HLT Systems: the ensemble of the components providing control, input data,
monitoring, error detection services, and the processors executing High-Level
Trigger algorithms. Approximately 500 Builder Units receive the incoming data
fragments corresponding to an individual event and build them into full event
buffers. An appropriate number of Filter Units are connected to each Builder Unit,
to provide the necessary processing power to carry out the High-Level Trigger se-
lection.

• Services: all the processors and networks which receive or route complete or par-
tial events, or online monitoring information, from the Filter Farm.

2.3.0.4 HLT system requirements

The High-Level Trigger must reduce the event rate output by the Level-1 Trigger by a factor
≈ 1000 for a total output to storage of ≈ 100 Hz. At the design luminosity of the LHC, this
total expected to be output to mass storage, corresponds to a cross section of 10 nb. Given
that the W → eνe production cross section alone is of this order, a significant degree of
physics selection has to take place online. It is this aspect of the HLT system that places the
most stringent requirements on the system. The main requirements on the system are thus:

• The system has to provide enough bandwidth and computing resources to mini-
mize the dead-time at any luminosity, while maintaining the maximum possible
efficiency for the discovery signals. The current goal is to have a total dead-time
of less than 2%. Half of the dead-time is currently allocated to the Level-1 Trigger
system.

• The HLT system should tag selected events with the specific trigger selection
paths that were satisfied. This information can then be used by the offline sys-
tem for a quick sorting of the events into primary datasets.
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Figure 2.4: Architecture and Data Flow of the Filter Farm.

• The system should allow for the readout, processing and storage of events that
will be needed for calibration purposes.

• The HLT efficiency should not depend strongly on changes of the calibration and
detector alignment constants. It must in any case be possible to validate trigger
selections and compute their overall efficiency using only the data itself, with as
little reference to simulation as possible.

• The system has to be flexible enough to adapt to changing run and/or store con-
ditions. As an example, the instantaneous luminosity is expected to drop in the
course of a store, and therefore an optimal allocation of resources might require
changing trigger conditions, for instance by lowering trigger thresholds or de-
creasing prescale factors for select channels. All such changes, along with any
other changes in the running conditions, must be logged.

• The system should provide enough resources to monitor the status of the CMS
detector, and to provide enough information to the experimenters in case of prob-
lems.

• To maximize the efficiency of the filtering process, an event should be rejected as
soon as possible. Furthermore, the system should not rely on the presence of all
the information from the CMS detectors.

Given the unprecedented rate of online rejection, a most important task of the HLT is, after
achieving this rejection, to provide enough information on what is rejected. It is for this
reason that a major aspect of the HLT System concerns the control and monitoring of the
algorithm running in the Filter Farm.

2.3.1 Filter Farm architecture

The architecture of the Filter Farm is described in detail in Volume 2 of the TriDAS Technical
Design Report [8] and is schematically illustrated in Figure 2.4. Based on the analysis of the
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CPU needs of existing HLT algorithms, it is estimated that the HLT will run on a farm of PCs
consisting of ≈ 1000 dual-CPU nodes ( 2007 units). To match the organization of the DAQ
system, improve the scaling behavior of the control system, and allow a staged deployment,
the farm is organized in a number of smaller subfarms, each with ≈ 100 processors (Filter
Units, FU).

The Filter Units connect to a subset of Builder Units (BUs) via a switched network (Filter
Data Network) capable of sustaining the incoming data traffic from the Event Builder run-
ning at the nominal L1A rate of 100 kHz. The BU-FU communication is realized with a
simple request-response protocol: a FU can ask for 1 or more event(s) which are delivered
asynchronously by the BU. When a decision has been reached for a given event in the FU,
the event is discarded by issuing the appropriate message to the BU. Each FU in a subfarm
is assigned at configuration time to a given BU, to which it places requests.

All FUs in a subfarm forward accepted events to a Storage Manager (SM). The main task of
the SM is to write accepted events in the local disk buffer. Each SM has enough local disk
buffer to store event data for at least 24 hours of steady data taking.

Accepted events contain the original raw-data plus any additional by-product of the recon-
struction carried out to reach the HLT decision. In any case, they contain enough information
to enable checking of the HLT decision offline. The FU-SM communication and the architec-
ture of the Storage Manager are discussed in more detail in a following section.

Each subfarm is controlled as a whole by a Subfarm Manager (SFM), relaying commands
from Run Control and keeping track of the states of individual nodes.

All software applications running in the Filter Farm are based on the CMS Data Acquisi-
tion framework, XDAQ [39, 40, 41]. XDAQ components are used to configure, control, and
monitor the applications, as well as to support intercommunication amongst them.

2.3.2 Data flow

For each L1A, a total of ≈ 75 million electronics channels are read out for the various CMS
subdetectors. Digitized data are collected by ≈ 600 Front End Driver boards (FEDs) operat-
ing synchronously with the LHC clock. Event fragments collected by individual FEDs are
encapsulated in a common data structure by adding a header and trailer that mark the be-
ginning and the end of the event fragment. Information in the header and trailer includes
bunch-crossing and Level-1 Accept identifiers, as well as fragment size and Cyclic Redun-
dancy Check (CRC) information used by the DAQ to check for data-transfer errors. Each
FED is identified by a unique source-id which enables the Filter Unit to unambiguously as-
sociate a FED fragment to a certain group of subdetector channels. Event fragments are
asynchronously transferred to the DAQ via a 64-bit serial link (S-LINK64 [42, 43]).

The DAQ Event Builder uses a complex switch fabric to assemble all fragments from a given
event in the memory of 1 Builder Unit. This operation is carried out at pace with the L1A
rate, up to a nominal maximum average accept rate of 100 kHz. For efficiency reasons, the
event fragments are organized in the BU memory using blocks of fixed size.

The Filter Farm data flow is schematically illustrated in Figure 2.4. Built events are served to
Filter Units connected to a given BU upon request. Events assigned to a Filter Unit remain
in the memory of the BU until a discard message is received from the FU.
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The Filter Unit operation, from the DAQ standpoint, consists of collecting data messages
from the BU to form a complete event, and rearranging the event data in memory as in-
dividual FED fragments, using the information in the common header and trailer. Data are
checked in the process to identify synchronization problems (fragments from different L1As)
or other inconsistencies which might have been introduced in the event building. Subsen-
quently, event ownership is transferred to the HLT Event Processor that carries out recon-
struction and selection. When the HLT processing is complete, the event ownership is re-
turned to the DAQ segment that frees memory and issues a discard message to the BU.

The Filter Unit Event Processor uses software modules based on the CMS Framework(2.2) to
run reconstruction and selection algorithms necessary to reach the final HLT decision. The
sequence of operations that lead to acceptance or rejection of one event is guaranteed to be
unique and reproducible. Each reconstruction or selection algorithm runs in a predefined
sequence, starting from raw data unpacking down to sophisticated topological cuts on high
level physics objects.

Raw data unpacking modules deal with subdetector specific raw-data formats. Unpacked
data objects (“digis”) are associated with subdetector channels through a channel map using
the FED block identifiers. Consistency checks of individual subdetector raw information are
carried out at this stage. All subsequent reconstruction and selection modules only deal with
digi objects, so that no other part of the code is exposed to the original FED-formatted data.
The latter can be optionally stored with the event for debugging or diagnostic purposes.
To address potential performance issues related to the CPU requirements of the unpacking
phase, the framework will support selective unpacking of fractions of the subdetector data
corresponding to regions of interest identified by means of some fast criterion (e.g. Level-1
candidate location). All intermediate results of any reconstruction module, and information
that enables tracing of their provenance, can be associated with the event. The operation
of the HLT algorithms can be monitored making use of the Physics and Data Quality Mon-
itoring infrastructure (DQM). Information collected by the DQM on the FU is periodically
forwarded to a collector process, which is not part of the subfarm. The FU is able to continue
its operation undisturbed even if the DQM is malfunctioning. For more details on the DQM
infrastructure, see Section 2.9.

Events accepted by the HLT are serialized and wrapped with preamble information, before
being forwarded to the Storage Manager (SM) process Figure 2.5. The preamble contains
enough information to enable the Storage Manager to route the accepted event to the ap-
propriate output stream without looking into its content. It also contains information that
can be cross-checked with the local configuration information available to the SM (e.g. ver-
sion number, run number etc.). In the serialization, certain portions of the event data can be
dropped according to a general policy or to a specific policy for certain types of events.

The Storage Manager is responsible of routing accepted events to various predefined online
streams. These can be disk streams for physics data, or network streams for the usage of
consumer processes carrying out calibration or monitoring tasks. The machine hosting the
SM is also directly or indirectly managing the subfarm disk pool. The SM is capable of
routing multiple copies of 1 event to different streams. For disk streams, the SM will use file
formats supported by POOL [38]. It can optionally directly store serialized events in binary
format. This second option requires later post-processing to recreate the POOL files to be
transferred to the tier-0 for permanent storage.

Since the Filter Units process events in parallel, there is no guarantee that accepted events
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Figure 2.5: Storage Manager Data Flow and Components.

forwarded to the SM for storage will arrive in the correct time order. However, events contain
sufficient information to enable reordering according to their L1A time in the subsequent
post-processing stage. The post-processing phase has the following responsibilities:

• Collect datafiles for a given online stream from all subfarms

• If events are stored in serialized binary format, deserialize them

• Reorder events from all datafiles according to their Level-1 accept time

• Split the reordered stream in sections of fixed duration (run sections)

• Create time-ordered primary datasets according to L1+HLT trigger path

• Store them in POOL

POOL files containing time-ordered sections of primary datasets are the input to the first
pass production in the tier-0.

2.3.2.1 Raw data types

As mentioned above, FED blocks of digitized data received by the FU contain information
from the various subdetectors in a format designed to minimize data traffic in the Event
Builder. FED blocks are wrapped with a standard header and trailer containing, among
other things, a unique source identifier that enables routing of the block to the appropriate
unpacking module. Ranges of source identifiers are pre-assigned to the various subdetectors
by the DAQ group. Upon reception in the FU, FED blocks are arranged in a data structure
indexed by the source identifier, preserving their internal format, including the standard
header and trailer. This data structure (FEDRawData) can be stored along with the rest of the
event, enabling later checking of the unpacking stage. Each subdetector specific unpacking
module extracts from the event the group of FEDRawData corresponding to its input. It
then proceeds to extract the relevant information for each detector channel and creating the
corresponding digi object. The correspondance between a certain detector element and its
electronics channel is obtained from a Channel Map in the conditions database. The digi
objects contain enough information to uniquely identify the corresponding channel in the
context of the reconstruction framework (DetId), and the low-level, uncalibrated content of
that channel (e.g. ADC counts), and are arranged in collections enabling fast retrieval by a
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reconstruction module. Collections of digi objects (one for each individual subdetector, or
logical component of a subdetector) are stored along with the event. They are the standard
input for subsequent reconstruction, both in the HLT and in the following stages.

2.3.2.2 Output service and Storage Manager

An HLT process running in the Filter Unit uses a special Output Module to serialize accepted
events to be sent to the Storage Manager. Serialized events are handed over to a Sender
thread running in the Filter Unit, which is responsible of maintaing the necessary handshake
between the FU and the Collector running in the SM. The protocol used for communication
consists of control and data messages. Control messages are used for

• Establishing the connection

• Checking the consistency of initialization information between the 2 applications
(code version, trigger table, etc.)

• Flow control

Data messages are used to send event data from 1 FU to the SM. The SM Collector trans-
fers collected events to 1 or more of the storage queues according to their trigger configu-
ration, as it appears in the event preamble. The SM must be capable of handling a number
of connection in excess of the maximum total number of FUs in a subfarm. An SM Event
Processor is responsible of creating a physical disk or network stream from the events in 1
queue. Multiple SM Event Processors may run in parallel on multiple threads or processes
for performance reasons.

2.3.3 Control flow

The Filter Farm is operated as a DAQ component, under the supervision of the global DAQ
Run Control system. Run Control commands are relayed to individual subfarm PCs by a
Subfarm Manager (SFM). The behavior of the Filter Units, and the Storage Manager, is con-
trolled by standardized state machines. Each state transition is monitored by the SFM and
reported to run control upon completion. At the request of the SFM, a daemon process on
each PC of the subfarm spawns the necessary XDAQ processes that will host individual com-
ponents. Initialized processes of all the components are subsequently configured. When all
processes are ready, all DAQ components are enabled. Run Control can at this point start a
run. The run start command is accompanied by a run identifier (Run Number) which can
be subsequently used to uniquely identify the corresponding event data. Only at the start of
a run the HLT is configured. The HLT configuration consists of sequences of reconstruction
and trigger modules, and their parameters, and of all the calibration constants and other con-
dition data necessary to carry out the selection, including the Level-1 trigger configuration,
forming the HLT trigger table. The HLT configuration is also made available to the SM at
the run start in order to allow proper streaming of accepted events according to the trigger
accept path. A run can only be ended as a consequence of a run end command issued by
the global Run Control. When a run is ended, the Level-1 trigger is stopped, and the Event
Builder is flushed. When the flush is complete, each individual subfarm in the Filter Farm
is instructed to close the run. All Filter Units must report having successfully closed the run
before the SM can finally close all output streams. This sequence is carried out under control
of the Subfarm Manager.
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2.3.3.1 Fault tolerance, exception, logging, and error handling

The complex of the Event Builder and the Filter Farm system are designed for fault tolerant
behavior. In particular, failure of one or more Filter Units in a subfarm only leads to “grace-
ful” performance degradation of the Event Builder. Since events are not removed from the
BU until a discard message, indicating that the event has been completely processed, is re-
ceived, no data can be lost due to failure of a Filter Unit. In the Filter Unit, all exceptional
conditions generated by the execution of reconstruction or selection algorithms, are either
recovered locally or caught by the top level HLT Event Processor. Recovered exceptions
generate a log message which is sent to the central DAQ logging system. Unrecoverable ex-
ceptions caught by the Event Processor also generate an error message, and result in a state
transition of the HLT Event Processor to the error state. Failure of the HLT Event Processor
does not result in a data loss, unless if it causes corruption of the DAQ segment memory. The
Subfarm Manager can reset and restart a failed HLT or DAQ process in the Filter Unit.

In case of failure of the Storage Manager, the FUs can switch to local storage mode, whereby
accepted events are stored on each FU’s local disk, so that data taking can continue. This
can also happen in case the SM local disk buffer becomes full due to malfunctions in the
Data Management system. Failure of the SM can result in data losses if one or more of the
output files become corrupted, or in case of failure of the file systems hosting the local buffer.
Various redundant storage systems are being considered to reduce the risk of losses due to
disk failures.

Log messages generated by Filter Farm components are collected by the central DAQ log-
ging system. They become part of the run conditions database and can be analyzed offline to
detect and understand problems in the data streams. Error messages generated by the Filter
Unit and the Storage Manager are forwarded to the Subfarm Manager. The Sub-farm Man-
ager is capable of analyzing and filtering error messages to avoid network storms. Errors
which can not be handled locally by the Sub-farm Manager are forwarded to central DAQ
Error Handler. Unlike the logging system, the error handling system guarantees delivery of
all error messages.

2.4 Detector description
The CMS detector description includes geometrical shapes and dimensions, material infor-
mation, and relative placements of each part of the detector in an ideal world. The software
service providing this information uses a master source which can have derivatives. Sources
derived from the master source can be databases, flat-file caches or other more optimized
storage.

The Detector Description Database (DDD) [44] provides access to the ideal geometry (geom-
etry defined for the nominal placement of all geometrical objects) for CMS. Historically the
DDD has referred to both a C++ interface and ideal geometry data sources. The master data
source is a collection of Extensible Markup Language (XML) files which can be validated
using the XML-Schema Detector Description Language.

The online relational database model and the offline objects made persistent using the POOL
[38] Object Relational Access mechanism [45] are both derived from the master source files.
The offline tables can be in either SQLite, MySQL or Oracle relational databases.
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The DDD internal model is a directed acyclic graph which optimizes the definitions of mate-
rials, solids, rotations and parts so that the in-memory model is small. This means that each
part as it is in the real detector does not exist in memory unless one iterates over the graph
through all nodes and edges this producing a tree of nodes. This tree represents the global
transformation (translation and rotation matrix) in the CMS global reference frame. Filter-
ing is provided on the graph so that the tree view can be constrained to show only certain
detector parts.

Developers of basic software components for simulation, reconstruction and visualization
use the DDD C++ interface to retrieve the ideal detector description. The graph is pro-
vided to the client software (simulation, reconstruction and visualization) via the “DDCom-
pactView”. One can apply filters on this view using the “DDFilteredView” or access the
collections of parts and positioning instructions.

2.4.1 Geometry Service

The Geometry Service provides the necessary geometrical information for an event to be
processed using the real geometry of detector elements as actually measured at the time of
the event. Framework components are used to provide the ideal geometry from the Detector
Description as well as Alignment corrections from the Conditions Service. Other framework
components ensure the synchronization of the conditions to the event time. Subdetector
specific software applies the alignments to the ideal geometry.

The CMS Geometry Service relies on the underlying software framework to provide the ideal
geometry and alignment corrections necessary to deliver a user-level geometry for physics
analysis. The EventSetup mechanisms, see Section 2.2.3.2, is used for this service. ESSources
(EventSetup Sources) provide the DDCompactView from the XML source or a database. An-
other ESSource provides Alignment via the he Condition Service. Subdetector specific soft-
ware modules provide the geometry to the user-level, combining the 2 sources transparently
for the user.

2.4.2 Detector numbering scheme

The detector Numbering Scheme (NS) provides the identification of the in the reconstruction
active CMS detector elements. A 32-bit integer is sufficient to define the NS. The general
detector numbering scheme structure is specified in Table 2.1.

Table 2.1: General structure of CMS Detector Numbering Scheme.

content DetectorID SubDetectorID specific SubDetector
size 4 bits 3 bits 25 bits

The NS is arranged in such a way that it uniquely reflects the hierarchical structure and
positions of active elements inside each subdetector. As an example, the specific numbering
for the Tracker Outer Barrel modules is constructed from the Layer number, the Rod number
and the modules position inside the Rod.

The detector numbering scheme is used in the simulation and reconstruction software in
order to navigate through the active elements (e.g. “DetUnits”) and, therefore, represents a
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very convenient way to access relevant reconstruction or simulation information via a simple
32-bit number.

Besides its use in simulation and offline reconstruction, the NS is also crucial for querying
information from the Databases (DB). For that reason, the numbering scheme is written in
both the offline and online DBs (see Section 2.8). In the offline DB the numbering scheme
is associated with the volume name while in the online DB it is linked with the hardware
identifier of the detector. This concept insures that all relevant information for given (active)
detector element can be accessed via this unique identifier.

2.5 Simulation
The detailed CMS detector and physics simulation, a package referred to as OSCAR [32], is
currently based on the GEANT4 [31] simulation toolkit and the CMS object-oriented frame-
work and event model. The simulation is implemented for all CMS detectors in both the
central region (Tracker, Calorimeters and Muon Systems) and in the forward regions (CAS-
TOR calorimeter, TOTEM telescopes, Roman Pot detectors and the Zero Degree Calorime-
ter, ZDC), including the field map from the 4 T solenoid. In addition, several test-beam
prototypes and layouts have been simulated. The full simulation program implements the
sensitive detector behavior, track selection mechanisms, hit collection and digitization (i.e.
detector response).

The simulation has been deployed since the 2004 CMS Data Challenge and has been ex-
tensively validated by detailed comparison with test-beam data as well as results from its
predecessor, the GEANT3-based program CMSIM [30]. To date, a total of more than 100 mil-
lion fully simulated events have been produced with the GEANT4-based simulation program;
these include various LHC physics signals, backgrounds, and validation samples.

The detailed simulation workflow is as follows:

• A physics group configures an appropriate Monte Carlo event generator (several
are used) to produce the data samples of interest;

• The production team/system runs the generator software to produce generator
event data files in HepMC format, see Section 2.5.1;

• The physics group validates the generator data samples and selects a configura-
tion for the GEANT4 simulation (detector configuration, physics cuts, etc.);

• The production team/system runs the GEANT4-based simulation of CMS, with
generator events as input, to produce (using the standard CMS framework) per-
sistent hits in the sensitive detectors;

• The physics group validates this hit data which are then used as input to the sub-
sequent digitization step, allowing for pile-up. This step converts hits into dig-
itizations (also known as “digis”) which correspond to the output of the CMS
electronics.

These generator and simulation steps above, culminating in digitizations, are described in
the remainder of this section. The subsequent reconstruction step is described in Section 2.7.
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2.5.1 Generation of physics events

Most of the event generators that provide the collision events as input for the detector simu-
lation are still written in FORTRAN, notably PYTHIA [46] and HERWIG [47]. Several projects
to write event generators in C++ are ongoing (PYTHIA8, HERWIG++, SHERPA [48]), and ma-
ture code is expected by 2007. The Generator Production Framework therefore has to be able
to handle both FORTRAN and C++ generators.

The design of the Generator Interface in the CMS software logically comprises the following
steps:

• An input file containing all parameters needed to steer the event generator is read
by the production framework, which then passes the parameters to the generator
itself. The framework parameter and provenance handling mechanisms are used.

• The generator (FORTRAN or C++, as appropriate) is initialized and events are
produced. The generic format of Monte Carlo events throughout the CMS soft-
ware is HepMC. GenEvents in HepMC are based on the natural structure of an
event, i.e., vertices with ingoing and outgoing particles. If needed, the event out-
put format of the generator (e.g. HEPEVT) is translated to HepMC objects using
specific convertors.

• Optionally, events may be selected/rejected based on generator event information
to enrich the physics content.

• In the final step, the events are made persistent by writing the HepMC objects as
EDProducts to a tuple using POOL [38].

ASCII file readers for externally produced HepMC events are implemented, as well as parti-
cle guns.

The physics of the generators is covered in more detail in the references cited above and in
Volume II of this TDR.

2.5.2 Detailed simulation framework

The full simulation relies on the GEANT4 toolkit [31]. GEANT4 provides a rich set of physics
processes describing electromagnetic and hadronic interactions in detail. It also provides
tools for modelling the full CMS detector geometry and the interfaces required for retriev-
ing information from particle tracking through these detectors and the magnetic field. The
physics and other aspects of GEANT4 itself are covered in detail elsewhere [31], while the
validation of GEANT4 in the context of CMS is described in detail in Section 2.5.5.

The CMS GEANT4-based simulation program uses the standard CMS software framework
and utilities, as are used by the reconstruction programs. The GEANT4 functionality is in-
terfaced to the core CMS Framework (Section 2.2) to yield the following elements of the
simulation software system:

• “EventSetup” to create the application context in terms of the detector and mag-
netic field description;

• “Input Services” to pass the generated events to the simulation application (using
the IOMC Input Output MonteCarlo service);

• “Module factories” to select and load “physics lists” (models and parameters de-
scribing particle interactions in matter) and miscellaneous utilities;
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• “ParameterSets” for run-time configuration;

• “Signaling mechanism” for user monitoring actions; and

• “Event Producer” for loading (saving) the hits (digitizations) from the sensitive
detectors and the Monte Carlo simulation generated quantities such as particle
tracks and vertices.

A fully interactive (and non-CMS specific) GEANT4 visualization system has been established
to debug the GEANT4 simulation, in particular the geometry modelling and magnetic field
description. It is based on the IGUANA toolkit. Figure 2.6 shows the IGUANA display of the
full CMS detector as used for the GEANT4 simulation.

Figure 2.6: CMS GEANT4-based simulation of the H → γγ process showing the full CMS
detector with the IGUANA-based interactive display. An inset zoom of the detector detail is
also shown.

2.5.3 Pile-up treatment

During the low luminosity (L = 2× 1033 cm−2 s−1) and high luminosity (L = 1034 cm−2 s−1)
phases of its operation, the LHC accelerator will produce, respectively, an average of about
3.5 and 17.5 inelastic (hard-core) pp collisions per bunch crossing that will “pile-up” on top
of the signal collision firing the trigger. For the Monte Carlo simulations used in this re-
port, diffractive collisions are also considered, which increases the pile-up total to 5.0 and 25
collisions, respectively, for low and high luminosity operation.

Moreover, in addition to the in-time pile-up, it is necessary to account in the simulation for
out-of-time pile-up coming from bunch crossings before and after the triggered event. The
number of crossings to consider before and after the nominal one depends on the front-end
time response of the different subdetectors. Special cases such as bunch crossings with no
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pile-up either before or after the nominal one are also considered by the framework.

Since the addition of pile-up collisions occurs much faster than the detector simulation, and
since it depends on the LHC luminosity and run conditions, pile-up collisions are simulated
separately from the signal collisions. Both outputs are merged in a second step, using a
luminosity dependent pile-up contribution. Generated signal collisions are therefore reused
for producing samples corresponding to different luminosities.

The pile-up simulation is performed using the same GEANT4 toolkit as for the signal sim-
ulation, producing simulated hits in exactly the same format. The pile-up collisions to be
merged are randomly chosen from a pregenerated sample. In order to avoid correlations
between event subsets overlapped to the same pile-up event sequence, a pile-up sample is
never reused in the same order. Moreover, simulated pile-up collisions that pass trigger re-
quirements are filtered out to avoid a low statistics bias in the many bunch crossings that
would use such an event.

The “mixing module” is the software framework that merges events from a primary stream
with a number of events from a secondary stream. The product of this module is a “Cross-
ingFrame,” which in turn is the input to the digitization module, the next step in the simula-
tion chain. The CrossingFrame handles the sequence of bunch crossings and provides access
to the information the digitizers need. It also merges the true information from the differ-
ent pile-up and signal events that constitute the CrossingFrame, and provides access to such
true information. To produce the CrossingFrame, the mixing module collaborates closely
with a specialized secondary input service. The average number of events, the minimum
and maximum number of bunch crossings after the nominal, as well as the bunch spacing
are configurable parameters. The secondary input service is also configurable, to allow for
different options to randomly select pile-up events from the pregenerated minimum bias
sample.

2.5.4 Digitization of simulated detector hits

The digitization step, following the hit creation step, constitutes the simulation of the elec-
tronic readout used to acquire data by the detector and DAQ systems. It starts from the
hit positions and simulated energy losses in the sensitive detectors, and produces an output
that needs to be as close as possible to real data coming from CMS. Information from the
generation stage (e.g. particle type and momentum) is preserved in the digitization step.

2.5.4.1 Inner tracking detector digitization

The energy loss of a charged particle crossing a layer of one of the inner tracking detectors
(strips and pixels) is distributed along a path between the entry and exit points within the de-
tector module. Landau fluctuations are taken into account. The simulated drift of the charges
to the detector surface takes into account the Lorentz drift and diffusion in the perpendicular
plane.

On the detector surface, charges corresponding to each pixel or strip are integrated, and
Gaussian-distributed noise is added. Noise is also added to other channels if it exceeds a
given threshold. Couplings between channels are taken into account, and the conversion
to digital counts is applied using the gain of the detector and the time with respect to the
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signal bunch crossing. If zero suppression is required, only channels with a signal exceeding
a suppression threshold are saved. Further details can be found in Section 6.1.2.

2.5.4.2 Calorimeter digitization

In ECAL digitization, the sensitive volumes of the ECAL are the crystals and the silicon strips
of the preshower detector. For these volumes, the deposited energy and arrival time of hits
is recorded.

For the crystals the variation of the light collection efficiency along the length of the crystal
is simulated by multiplying the energy, as it is deposited, by a nominal longitudinal light
collection curve. This is a simple function of the distance from the crystal front-face, and is
flat in the front half of the crystal, with a 5% linear rise over the rearmost 100 mm. Devi-
ations from this nominal curve, as measured on production crystals, deteriorate the energy
resolution and are accounted for by smearing the energy.

The digitization simulates the nominal signal pulse as a function of time for each hit, so that
out of time pile-up results in realistic out of time signal pulses which may be superimposed
upon a signal. The signal pulses are then sampled at 25 ns intervals to produce a time frame
of 10 consecutive digitizations. Additional information can be found in Section 4.3.1.

In HCAL digitization, the simulation of the electronics for the HB, HE, and HO starts with
the information provided from GEANT on the energies deposited in the scintillator and their
corresponding timing. The energies are converted to numbers of photoelectrons, and fluctu-
ations are applied assuming a Poisson distribution. Noise is then added, using a Gaussian
distribution for the energy, equal to 1.5 photoelectrons per time sample per read out depth
segment. This is uncorrelated between time buckets and corresponds to about 240 MeV after
the corrections described below.

The pulses from the different energy depositions (both from the current crossing and from
up to 5 previous and 3 subsequent crossings) are then added. The HF electronics uses a
conventional photomultiplier tube instead of a hybrid photodiode, but otherwise the same
electronics as for the HB, HE, and HO. The HF pulse shape is short enough to be entirely con-
tained in one bunch crossing and is thus not affected by pile-up from previous or later bunch
crossings. The magnitude of the noise used in the HF simulation is 0.125 photoelectrons and
the ADC count size is set at 0.43 photoelectrons.

2.5.4.3 Muon detector digitization

The digitization step of the Muon Drift Tube system involves simulating the TDC responses.
Particular care is taken in simulating the behaviour of the drift cells as a function of the muon
direction and impact position with respect to the sense wire, and of the residual magnetic
field in the air gaps where the detectors are placed within the iron yokes. The resulting
drift time is smeared so as to obtain a 4 ns resolution, corresponding to an intrinsic cell
resolution of about 220 µm, as measured in test-beam data. The TDC output signal for the
hit reconstruction is obtained from this drift time by adding the muon time-of-flight from
the collision vertex and the propagation time of the signal along the cell wire. The average
muon time-of-flight from the collision vertex to a given chamber is assumed to have been
subtracted at TDC level.
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The digitization step of the Cathode Strip Chamber system involves simulating the responses
of the ADCs and discriminators connected to the strips and wires. To create the analogue sig-
nals seen by the CSC wire and strip electronics, parameterizations of the amplifier and shaper
response are convoluted with the ion drift collection time. The signal may contain contribu-
tions from drifting electrons due to background hits from other beam crossings. Cross-talk,
both capacitive and resistive, is included in the strip signal. Finally, the storage of the strip
signals in Switched Capacitor Arrays (SCA) is simulated. The signal shape is sampled and
stored at 8 times, each 50 ns apart.

The response of a resistive plate chamber is assumed to take place within 20 ns of the passage
of a charged particle through the detector with a 3 ns Gaussian-distributed time jitter, which
also accounts for the contribution from the front-end electronics and the cables to the link
board. The 20 ns wide time gates were adjusted in order to accommodate triggering signals.
The RPC cluster size is set to 1.5 strips.

Additional and more specific information about the digitization of muon detector signals
can be found in Section 3.3.1.

2.5.5 Simulation physics validation and performance

High energy physics experiments depend critically on the accuracy of physics generators
and detector simulations. Simulated events are used for detector design optimization, cali-
bration, object identification, and physics analysis. The size of systematic uncertainties as-
sociated with particle discoveries, mass, or cross section measurements is tightly associated
with how accurately the simulations describe the actual performance of the detector in mea-
suring electrons, photons, and hadrons. It is essential for the success of a HEP experiment to
understand and tune the physics of the simulation tool to agree with measurements. In this
section we mention some of the comparisons made between data and GEANT4 (and in some
cases GEANT3), and the discrimination between some of the models (physics lists).

2.5.5.1 Tracker validation

The inner tracker simulation has played a key role in the development and optimization of
the simulation infrastructure and the validation process. The tracker material budget, which
can be correctly estimated only with a very detailed description of all active and passive
detector components, directly affects the electromagnetic calorimeter physics performance
and places stringent requirements on the accuracy of the detector description and geometry
construction. A navigable listing of the particle information from the Monte Carlo simulation
is necessary for the correct reconstruction of decay chains as well as for the proper treatment
of hard electron bremsstrahlung, both of vital importance in b-τ studies.

With the above requirements satisfied, the tracker performance has been extensively vali-
dated in terms of the tracking and hit distributions for single particles, minimum bias inter-
actions, and other physics events. For details see Section 6.1.2.

2.5.5.2 Electromagnetic calorimeter validation

Initial studies based on a comparison between a GEANT4-based simulation and test-beam
data provide evidence that GEANT4 gives an excellent representation of electromagnetic
showers.
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The overall ECAL performance, in terms of energy and position resolution, is dominated
by effects that are not part of the shower simulation, such as electronics noise, photostatis-
tics, longitudinal uniformity of light collection, and crystal intercalibration. These effects are
taken into account in the digitization step of the simulation process. For this reason, only
gross errors are identified by a comparison of energy and position resolution taken from
GEANT shower information.

On the other hand, the largest sensitivity is to changes or errors in the radiation and show-
ering in the tracker material. Unfortunately the accurate simulation of this effect cannot
be validated in the test beam. The shower lateral distribution, and its fluctuations from
shower-to-shower is an important quantity which can be validated comparing the Monte
Carlo simulations with test beam measurements. In particular, parameters sensitive to the
lateral shower shape, which effects the fraction of incident energy contained in ECAL clus-
ters, are measured in the test beam. For details see Section 4.3.

2.5.5.3 Hadron calorimeter validation

Studies on the HCAL energy resolution, linearity, e/π ratio, and shower profile are instru-
mental in validating the GEANT4 hadronic physics simulation in the context of the LCG
physics simulation validation project. They are based on comparisons between single parti-
cle measurements in test beam experiments and GEANT4 based simulations of the associated
detector setup.

In 2002–2004, several HCAL test beam experiments exposed different HCAL modules, pre-
ceded by an electromagnetic calorimeter prototype, to beams of pions, electrons and muons
over a large energy range. The data were compared with GEANT4 simulations using the
hadronic physics parametric (LHEP) and microscopic (QGSP) models. The pion energy res-
olution and response linearity as a function of incident energy derived from the simulations
are in good agreement with the data measurement within the large systematic uncertain-
ties in the latter. Transverse and longitudinal shower profiles were studied in the 1996 and
2004 test beam experiments. Pion showers predicted by GEANT4 are narrower than those
predicted by GEANT3. Showers predicted by the QGSP physics list (version 2.7) are shorter
than those predicted by the LHEP (version 3.6) list, with LHEP predictions being closer to
those from the GEANT4-Geisha model. More precise test beam measurements during 2006
will hopefully allow us to tune the default QGSP physics list to the data. Details and results
from these studies are described in Section 5.4.

A combined HCAL-CSC test beam experiment in 2004 also provided important data to dif-
ferentiate between the GEANT4 hadronic physics models in the form of HCAL shower leak-
age studies. As described in Section 3.3.2.2, a CSC placed downstream of the calorimeter was
used to measure the fraction of incident pions that led to a reconstructed hit in the chamber.
The LHEP model appears to describe the punch-through probability best over the entire
tested momentum range.

2.5.5.4 Muon system validation

Single muons with momenta in the 10 GeV/c–10 TeV/c range have been simulated in the
CMS detector using the GEANT3 and GEANT4 packages. While ionization is modelled very
similarly in both packages, muon bremsstrahlung, e+e− production, and in particular, muon-
nuclear interaction are significantly different, due to newer theoretical developments in-
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cluded in GEANT4. Multiple scattering is significantly smaller in GEANT4, in agreement
with experimental results [49]. GEANT4 results also show an improvement with respect to
GEANT3 in the precision of the propagation of the muons along the detector.

The production thresholds on secondary particles in the different regions of the detector
were set to a large value to increase performance, but not so large as to kill the particles
which originated in a passive region with enough energy to reach the sensitive detectors.

The production of hits in the simulation of the muon system was tested by comparing the
Monte Carlo simulation predictions with DT test beam data. The test beam experiment con-
sisted of 2 muon chambers with and without an iron slab in between them, to investigate
the effect of the muon showers in the passive material. The analysis, based on muons in the
50–300 GeV/c momentum range, shows that GEANT4 slightly underestimates soft delta ray
production in cell volumes, while hard delta rays and electromagnetic showers are correctly
modelled. In spite of this discrepancy, local track reconstruction efficiency and resolution is
well reproduced by the simulation. For details see Section 3.3.2.1.

2.5.5.5 Forward detectors

The forward detectors, such as the CASTOR and Zero Degree Calorimeter (ZDC), and the
Totem telescopes are also incorporated into the simulation framework. They are essential
tools for the diffractive and heavy-ion programs. For example, the ZDC is a Cerenkov detec-
tor designed to collect any remaining neutral fragments of the colliding nuclei and may be
used as a measure of the collision centrality. In pp collisions, the ZDC may be incorporated
in the study of forward physics and photon production.

Simulation studies are underway to study issues such as energy resolution and energy leak-
age. New test beam data will allow for a more systematic validation of the simulation results.
Current validation efforts involve the implementation of a RHIC-design ZDC in the GEANT4
simulation to take advantage of existing test beam data. For details see Chapter 7).

2.5.5.6 Parameterized showers

The detailed simulation of electromagnetic showers is computationally intensive. A param-
eterization of the spatial energy distribution of an electromagnetic shower, based on proba-
bility density functions, allows us to speed up the process without compromising the simu-
lation accuracy. A shower parameterization model called GFLASH, based on 3 probability
density functions, was developed and used by the H1 experiment [50].

As part of the GEANT4 software distribution, GFLASH is available in OSCAR, the CMS de-
tector simulation package. In CMS, GFLASH is used to parameterize electrons and positrons
in the barrel and endcap electromagnetic calorimeter. Comparisons between the GFLASH-
based and the full simulation of the energy depositions in the central crystal, and the 3×3
and 5×5 crystal matrices show good agreement at the 1% level, as illustrated in Figure 2.7.

Figure 2.8 shows that the transverse and longitudinal shower profiles are also well modelled
by GFLASH to within 1-3%. The GFLASH shower parameterizations allow a time perfor-
mance gain of a factor of 3–10 in the simulation. The gain in speed depends on the event
type, the particle energy and the detector η region. For instance, a single electron or photon
with an energy of 100 GeV in the ECAL barrel is simulated 10 times faster using GFLASH.
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Figure 2.7: Energy depositions in a 5×5 crystal matrix for 50 GeV electrons. The histogram
corresponds to the full GEANT4 simulation and the markers to the shower parameterization.

For pp → γ + G events, with a single photon above 1 TeV, as predicted by models based on
extra-dimensions, the gain in speed is a factor of 4.

Figure 2.8: Transverse (left) and longitudinal (right) shower profiles for 50 GeV photons.

2.6 Fast simulation
A framework for fast simulation of particle interactions in the CMS detector, called FAMOS,
has been recently developed, and is intended to be used for most physics analysis, in view of
the Volume 2 of this Physics TDR and beyond. It is an object-oriented system for which C++
has been chosen as programming language. The acronym FAMOS stands for FAst MOnte-
Carlo Simulation. As it is a work in progress, only the current status and performance are
described in this section.

The input of FAMOS is a list of particles (originating from an event generator or a simple par-
ticle gun) characterized by their momentum and origin vertex, with mother and daughter
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relationships to follow the various decay chains in the event. Upon user request, each of the
(quasi)-stable particles in this list is then propagated in the CMS magnetic field to the differ-
ent layers of the various CMS subdetectors, which it may interact with. While propagating,
these quasi-stable particles are also allowed to decay according to their known branching
fractions and decay kinematics. The particles resulting from the interactions with the detec-
tor layers or from the decays in flight are added to the original list, and propagated/decayed
in the same way. Events from pile-up interactions in the same bunch crossing as the original
event are read from pre-generated files, added to the list according to a Poisson distribution
with a user-defined average, and follow the same treatment.

The interactions simulated in FAMOS are 1) electron Bremsstrahlung; 2) photon conversion;
3) charged particle energy loss by ionization; 4) charged particle multiple scattering; and
5) electron, photon, and hadron showering. The first 4 are applied to particles traversing
the thin layers of the tracker (Section 2.6.1), while the latter is parameterized in the electro-
magnetic (Section 2.6.2) and hadron (Section 2.6.3) calorimeters. The plans are to simulate
all 5 interactions together with synchrotron radiation for the muon propagation through the
tracker, calorimeters and muon chambers. The current muon simulation is, however, mostly
based on a parameterization of resolutions and efficiencies, as is explained in Section 2.6.4.

As output, FAMOS delivers a series of “high-level objects”, such as reconstructed hits for
charged particles in the tracker layers, energy deposits in calorimeter cells, which can then
immediately be used as inputs of the same “higher-level algorithms” (track fitting, calori-
meter clustering, b tagging, electron identification, jet reconstruction and calibration, trigger
algorithms, etc.) as in the full reconstruction and analysis package. This parallelism between
the fast simulation and the complete reconstruction allows comparisons between fast and
full simulations and subsequent tuning in a straightforward manner, with the use of identi-
cal analysis programs. It also allows the development of new reconstruction algorithms with
the fast simulation, for later use in the complete reconstruction package.

Last but not least, the computer time needed to simulate an event in FAMOS is about 3 orders
of magnitude smaller than that needed in the full chain, for a level of agreement aimed at
the percent level or below. At the time of writing, the simulation of 1 LHC event in FAMOS in
its highest level of sophistication takes a second or thereabout on a 1.8 GHz computer, with
expected optimizations still to come.

2.6.1 Simulation of the tracker response

A simplified version of the tracker geometry, but deemed adequate for the required level
of accuracy, is used. Is it made of over 30 thin nested cylinders representing the sensitive
layers of, from inside to outside, the pixel detector (3 barrel layers and 2 endcap disks), the
4 tracker inner barrel layers, the 3 tracker inner disks, the 6 tracker outer barrel layers and
the 9 tracker endcap disks, interleaved with non-instrumented cylinders with dead mate-
rial (cables, support, etc.). The material, assumed to be pure Silicon, is also assumed to be
uniformly distributed over each cylinder barrel (respectively, endcap). A transverse view of
this simplified geometry is shown in Figure 2.9a, in which the vertices of converted photons
collected in a large number of simulated events are displayed. For comparison, the higher
level of details present in the full simulation is visible in Figure 2.9b.

The thickness of each layer was tuned in the fast simulation to reproduce the fully simulated
number of Bremsstrahlung photons above a certain energy threshold radiated by energetic
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Figure 2.9: A radiography of a quarter of the simulated tracker geometry in the (a) fast and
(b) full simulation. The higher level of details in the full simulation is clearly visible.

electrons traversing this layer. The distribution of this number is shown for 35 GeV/c elec-
trons as a function of their pseudorapidity η in Figure 2.10, for the complete tracker as well
as for some of its subsets (pixel detector, inner and outer tracker). The same level of agree-
ment between the fast and full simulations is obtained for each single layer. After tuning, the
total number of radiation lengths traversed in the tracker reaches 1.42X0 at a pseudorapidity
η = 1.65, in agreement with the full geometry. This agreement demonstrates in addition
that the Bremsstrahlung model implemented in FAMOS reproduces that of the full GEANT

simulation.

While being propagated in the magnetic field through the tracker layers, charged particles
experience multiple scattering and energy loss by ionization. The intersections between the
modified trajectories and each tracker layer define the position of “simulated hits”. Each sim-
ulated hit is turned with a certain efficiency to a “reconstructed hit”, the position of which
is obtained from a Gaussian smearing of the simulated hit position. In the Silicon tracker,
the Gaussian resolution in each of the 2 directions (longitudinal and transverse to the beam
direction), obtained from a fit of the residuals with respect to the reconstructed charged par-
ticle tracks in the full simulation, is essentially a constant for each layer. In the pixel detector,
the Gaussian resolution in each of the 2 directions is parameterized according to the pixel
cluster size (itself generated according to its fully simulated η-dependent distribution) and
on the incident angle of the particles with respect to the layer. This detailed procedure was
developed in view of reproducing the b-tagging performance with the requested level of
accuracy. The accuracy of the parameterization is illustrated in Figure 2.11, in which the
distributions of the reconstructed transverse impact parameter and the corresponding un-
certainty for 10 GeV/c single muons generated with a uniform η distribution, are displayed
for fast and full simulations.

To save execution time, no pattern recognition is performed to reconstruct charged particle
tracks. The reconstructed hits belonging to a given simulated charged particle are, instead,
fit to form a reconstructed track, with the same fitting algorithms as in the complete recon-
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Figure 2.10: The number of photons radiated with an energy above 500 MeV by 35 GeV
electrons when traversing the various tracker layers as a function of the pseudorapidity η,
for the fast (triangles with error bars) and the full (histogram) simulation. Shown are the
distributions after the pixel detector, the inner tracker, the outer tracker and the whole tracker
and cables.

struction. This procedure, together with the fact that 2 hits simulated at the same position
are never merged into a single reconstructed hit, may have to be revised in a high luminosity
environment to reproduce the rate of fake tracks and the reconstruction efficiency.

2.6.2 Simulation of the calorimeter response to electrons and photons

The showers of electrons and photons which impinge on the ECAL are simulated in 2 steps.
These electrons and photons may come from the primary vertex, from particle decays, or
from interaction in the tracker material.

In a first step, the shower is developed following the well-tuned Grindhammer parameter-
ization [50], as if the ECAL were an homogeneous medium. This approximation is realistic
because the CMS calorimeter is made of contiguous crystals. In this parameterization, an
electron shower consists of several thousands energy spots, longitudinally distributed ac-
cording to a Γ function, the parameters of which fluctuate from one shower to the other. The
deposited energy is integrated over 2X0-thick longitudinal slices, including uncertainties
due to the limited photo-statistics and the longitudinal non-uniformity in the crystals.

In each slice, and as a second step, the energy spots are distributed in space according to
the radial profile of [50] and placed into the actual crystal geometry, under the realistic as-
sumption that no energy is lost in the small inter-crystal gaps. The time used in this step
is kept to a reasonable value by limiting the two-dimensional spot-crystal assignment to a
small 7×7 crystal grid (and even smaller for low energy electrons) in a plane perpendicular
to the shower longitudinal development. The energy collection simulation is then refined
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Figure 2.11: Distributions of (a) the reconstructed transverse impact parameter and (b) the
corresponding uncertainty, for 10 GeV/c single muons generated with a uniform η distribu-
tion, in the fast (triangles) and full (histogram) simulations.

by simulating a number of effects such as rear and front leakage, energy losses in the gaps
between ECAL modules, and shower enlargement due to the magnetic field.

In front of the ECAL endcaps, electrons may first cross the preshower. In this case, the cor-
responding showers are developed from the preshower entrance, and the energy deposit in
each layer is converted into a number of MIPs (with related statistical uncertainties), assigned
to the relevant strips according to the shower radial profile. Very energetic electrons (above
several hundred GeV) can extend their shower substantially beyond the ECAL. A 2X0-thick
gap between the rear side of the crystals and the entrance of the HCAL is assumed, in which
all the energy integrated from the Γ-distribution tail is lost. The rest is assigned to the HCAL
towers according to the shower radial profile at this depth, and the energy of each spot is
accommodated for an e/π factor.

The Grindhammer parameterization only applies to electrons. Photons are first converted in
the ECAL (or preshower) material at a varying depth (according to the number of radiation
lengths traversed). Each of the resulting e+e− pairs gives rise to 2 separate showers gener-
ated as explained above along the same longitudinal direction and, therefore, with the same
transverse crystal grids.

Finally, at rapidity values not covered by the electromagnetic calorimeter (|η| > 3), electrons
and photons are propagated directly to the forward hadron calorimeter. Here, the detector
response is evaluated from the full simulation of electrons with energies of 30, 100, 300,
1000 and 3000 GeV as a function of pseudorapidity, in a way similar to that explained in
Section 2.6.3.

When all electrons and photons are processed, the electronic noise is simulated and the zero
suppression applied. At last (when the hadron showers are simulated as well, as is explained
in Section 2.6.3), a list of reconstructed hits is built and stored in a format readable by the clus-
tering algorithms, electron reconstruction, etc. Altogether, the various cluster reconstructed
energies in the fast and the full simulations agree at the level of the permil in the ECAL barrel
(Fig. 2.12a), and at the percent level in the endcaps, for energies ranging from 1 GeV to 1 TeV.
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The transverse shower profiles are also adequately reproduced, as is shown in Figure 2.12b,
where the distribution of the ratio of the energy in the most energetic crystal to that in the
surrounding 3×3 crystal window, S1/S9, is displayed.
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Figure 2.12: Reconstructed supercluster energy over true energy (a) and S1/S9, the ratio of
the energy in the most energetic crystal to that in the surrounding 3×3 crystal window (b)
for 25 GeV unconverted photons in the barrel, in the fast (triangles with error bars) and full
(histogram) simulation. The vertical scale is arbitrary.

2.6.3 Simulation of the calorimeter response to hadrons

Charged and neutral hadrons are also propagated to the ECAL, HCAL and HF entrance
after their interactions with the tracker layers. Their energy response is derived from the full
simulation in the following way. Single charged pions are fully simulated for pT values of
2, 5, 10, 30, 50, 100 and 300 GeV/c, uniformly distributed in pseudorapidity between −5.0
and +5.0. The reconstructed energy is collected in 5×5 HCAL tower matrices and in the
corresponding 25×25 ECAL crystals. The energy distributions are then sliced into η bins of
0.1. These distributions are fitted to a Gaussian, the mean value and the sigma of which are
tabulated as a function of the energy and pseudorapidity, used in turn to smear the hadron
energy response in the fast simulation. Linear interpolation is used for pT in the range from 2
to 300 GeV/c, and extrapolation for particles with transverse momentum outside this range.
Figures 2.13a and b show the distribution of the single pion transverse energy as a function
of pseudorapidity reconstructed with fast and full simulations, for transverse momenta of 5
and 100 GeV/c.

This smeared energy is then distributed in the calorimeters using parameterized longitudinal
and shower profiles, with shower-to-shower variations, following an approach similar to
that of GFLASH [51]. The actual implementation in FAMOS is, however, slightly different
from that of the original GFLASH, so as to speed up the code and to better adjust the shower
shape and the ECAL energy fraction to the full simulation. Distributions of quantities related
to the shower transverse shapes are displayed in Figure 2.14 for 100 GeV/c pions in the fast
and full simulations.

Other hadrons are simulated as if they were charged pions with the same transverse energy.



2.6. Fast simulation 61

Figure 2.13: Reconstructed transverse energy of pion with (a) pT = 5 GeV/c and (b)
100 GeV/c as a function of pseudorapidity, in the fast simulation (triangles) and the full
simulation (squares). The error bars show the standard deviation of the distribution in each
pseudorapidity bin.

Future plans include specific treatments for 1) neutral hadrons, which do no leave, unlike
charged particles, any signal in the calorimeters prior to the first nuclear interaction; and 2)
protons/neutrons and anti-protons/anti-neutrons, which are expected to behave differently
due to particles stopping and anti-particles annihilating in the detector material.

The performance of the fast and full simulations is best compared with hadronic jet recon-
struction. Jets are reconstructed from the energy deposits (reconstructed hits) in each HCAL
tower and the corresponding 5×5 ECAL crystal window, with the Iterative Cone algorithm
and a cone size R = 0.5 in the (η, φ) plane. No jet energy corrections are applied at this level.
Figure 2.15 shows the ratio (mean value and Gaussian sigma) of the reconstructed jet trans-
verse energy to that of the generated jet as a function of jet pseudorapidity, for 2 generated
ET values. The agreement between the fast and the full simulations is satisfactory.

The CASTOR detector extends the calorimetric coverage package in the pseudorapidity range
5.2 < |η| < 6.5. In the fast simulation, the energies of the generated particles undergo a Gaus-
sian smearing according to the relative energy resolution curve of the CASTOR prototype ob-
tained after beam tests at different energies (Chapter 7) and from GEANT4 simulations. This
Gaussian smearing describes the resolution well. At the time of writing, the CASTOR simu-
lation package considers electromagnetic response while propagation of hadrons is foreseen
for upcoming resolution energy dependence to be obtained from further geometry develop-
ment and ongoing beam tests.

2.6.4 Simulation of the detector response to muons

At the time of writing, the detailed particle propagation of muons in FAMOS stops at the
entrance of the calorimeters. The implementation of the calorimeter response to muons is
done in a way very much similar to that for pions (Section 2.6.3), with the only difference
that the response (mean value and Gaussian sigma) of fully simulated muons is tabulated
for transverse momenta of 10, 30, 100, 300 GeV/c, and in η regions corresponding to barrel,
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Figure 2.14: Transverse-shower-shape-related distributions for 100 GeV/c pions: (a) Energy
in the central tower; (b) energy in the 3×3 surrounding tower window; and (c) ratio of the
two.
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Figure 2.15: Ratio of the reconstructed to the generated jet ET as a function of jet pseudora-
pidity for generated ET values between 20 and 30 GeV (a) and between 80 and 120 GeV (b),
in the fast (triangles) and the full (squares) simulations.

endcap and forward hadron calorimeters.

The response of the muon chambers is simply parameterized to reproduce the efficiencies
and resolutions of the full simulation. There are plans, however, to extrapolate the tracks
through the calorimeters, the coil and the muon detectors, with all pertaining interactions, so
that the final tracks can be also reconstructed by fitting all hits, including those in the muon
chambers, as is done in the reconstruction of raw data or data from the full simulation.

The muon detectors enter both at the trigger level and in the final reconstruction. In FAMOS,
muon parameterizations are available which emulate the output of the Level-1 Trigger, that
of the High-Level Trigger (HLT), and the fully reconstructed final offline muon (global muon).

The fast Level-1 Muon trigger relies on 3 quantities, the transverse momentum (with coarse
granularity), the pseudorapidity η, and the azimuthal angle φ. The Level-1 muon pT is de-
rived from the “true” particle pT via a look-up table tuned on the results of the full simu-
lation. The probability of a wrong charge assignment as a function of pT is also taken into
account. It was found adequate to keep the “true” quantities of η and φ. Figure 2.16 shows
the turn-on efficiency curves in the barrel and in the endcaps for the single muon trigger
when the pT trigger threshold is set at 20 GeV/c, determined from a sample of single muons
with uniform distribution in η and φ: the curves for the fast simulation superimpose very
well with those obtained with the full simulation.

The High-Level Muon Trigger provides quickly reconstructed muons whenever a correlation
is found between patterns obtained in the muon chambers and a fast reconstructed track
segment in the inner tracker. The parameterization of the algorithmic efficiency and of the
pT resolution is tuned on the full simulation, while for η and φ, the resolutions given by the
tracker alone are kept. Figure 2.17a shows the corresponding algorithmic selection efficiency
as a function of η for single muons in the fast and in the full simulation.

Global muons are identified and reconstructed offline with full tracker and muon informa-
tion. In FAMOS, the parameterized global muon keeps the correlation with the muon track in
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the inner tracker and with the muon information recorded by the muon chambers (i.e., with
the Level-1 and HLT information as described above). A parameterization is obtained from a
sample of fully simulated global muons. It accounts for the selection efficiency as a function
of η, φ and pT, and for the Gaussian spread of the reconstructed muon transverse momen-
tum. The pseudorapidity and azimuthal angles determined with the tracker are retained.

To check the overall performance of the above algorithms, events with SUSY Higgs bosons
that decay into 2 muons (with mH,A = 200 GeV/c2) were processed through the full and
the fast simulations. The dimuon mass spectra thus obtained are displayed in Figure 2.17b.
The dimuon (algorithmic) selection efficiencies agree within±1.5%. The reconstructed mean
values and widths of the dimuon mass peaks are 200.0±0.1 (200.1±0.1) GeV/c2 and 3.5±0.1
(3.2± 0.1) GeV/c2 for the full (fast) simulations.

Figure 2.16: Level-1 single-muon trigger efficiency in the barrel (a) and in the endcaps (b) as
a function of the generated muon pT, when a threshold of 20 GeV/c is chosen for the Level 1
single muon trigger output, in fast (dots) and full (curve) simulations.

Figure 2.17: (a) Overall Level-1 and High-level trigger efficiency for single muons, as a
function of the generated η, and (b) reconstructed dimuon mass spectra in events where a
Higgs particle decays into µ+µ−, in fast (dots) and full (curve) simulations.
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2.7 Event selection and reconstruction
Reconstruction is the operation of constructing physics quantities from the raw data collected
in the experiment. As a software process, reconstruction is therefore the procedure of data
reduction whose main client is the data analysis.

The reconstruction process is seen as a collection of independent units, each one providing
a set of corresponding reconstructed objects as output. Each reconstruction unit is imple-
mented in the Framework (Section 2.2.2) as an “EDProducer,” which retrieves information,
in the form of “EDProducts,” from the input event, and produces and adds to the event
new EDProducts. The following section describes the underlying software design of the
reconstruction, whereas the specific algorithms and performance of the reconstruction are
described in the detector chapters.

Reconstruction units may use as input

• EDProducts provided by the DAQ system (real data) or by a simulation program
(simulated data);

• EDProducts produced by other reconstruction units;

• “EventSetup” information, i.e. event-independent environmental data, e.g. detec-
tor description, detector status, calibrations, alignment;

• “ParameterSet” data, i.e. parameters to steer the reconstruction algorithms.

The reconstruction process can be divided into 3 steps, corresponding to local reconstruction
within an individual detector module, global reconstruction within a whole detector, and
combination of these reconstructed objects to produce higher-level objects.

The reconstruction units providing local reconstruction in a detector module use as input
real data from the DAQ system or simulated data representing the real data. These data
in either case are called “digis”. The output from the reconstruction units are “RecHits,”
reconstructed hits which are typically position measurements (from times or clusters of strips
or pixels) in tracking-type detectors (Muon and Tracker systems) and calorimetric clusters in
Calorimeter systems. The RecHits are added to the event as EDProducts, and used as the
input to the global reconstruction.

In the global reconstruction step information from the different modules of a subdetector are
combined, although information from different subdetectors is not. For example, Tracker
RecHits are used to produce reconstructed charged particle tracks and Muon RecHits are
used to produce candidate muon tracks. Once again, the objects produced are added to the
event as EDProducts.

The final reconstruction step combines reconstructed objects from individual subdetectors to
produce higher-level reconstructed objects suitable for high-level triggering or for physics
analysis. For example, tracks in the Tracker system and tracks in the Muon system are
combined to provide final muon candidates, and electron candidates from the Calorime-
ter system are matched to tracks in the Tracker system. Figure 2.7 shows how different
units/products are combined to form a high level product, and represents an implemen-
tation of the flow shown in Figure 2.1.

Reconstruction is performed as a Framework application (Section 2.2.2), in which all steps
are explicitly scheduled in advance, and care is taken to ensure that any EDProduct required
by a given reconstruction unit will have already been prepared by a prior reconstruction



66 Chapter 2. Software Components

unit.

Different reconstruction units may produce the same EDProduct, to allow convenient sub-
stitution of different algorithms which produce the same objects. The “Provenance” (Sec-
tion 2.2.2.4) mechanism in each case provides a full record of the generation path of each
product.
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Figure 2.18: Path to produce a Muon using information from Tracker and Muon Systems.

2.7.1 Organization of the reconstruction code

The reconstruction code is packaged in separate modules, providing the granularity neces-
sary for incremental development and release.

The algorithms for local and global reconstruction within a subdetector reside in separate
modules. For example, for the Tracker these are RecoLocalTracker and RecoTracker. The
product definitions EDProduct are grouped in a module called DataFormats, which is suf-
ficient to interpret data files. The global reconstruction code, as in the third step described
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above, resides again in different modules (i.e. RecoTracking, RecoJets, etc.)

The same code is designed to run in the environment of offline reconstruction and the High-
Level Trigger (HLT, Section 2.3). In general, the algorithms are the same, while the param-
eters used for the 2 use cases are different. For offline reconstruction, a global approach is
used, in which all the detector parts are analyzed and reconstructed with the best available
set of parameters, without constraints on the processing time (at least to first approxima-
tion). When the same code is used in the HLT, the set of parameters is optimized to give the
best reconstruction within reasonable processing time, and the reconstruction is regional, i.e.
only the regions of the detector from which a Level-1 trigger was received are considered.

2.7.2 Local reconstruction

Local reconstruction in individual detector modules leads to RecHits, which contain infor-
mation about the energy deposition and positions of the particles interacting in the detectors.

In the Tracker detectors (strips and pixels), local reconstruction algorithms search for strips
/ pixels with a signal exceeding a threshold, and use these as seeds for clusters. Clusters are
built by adding neighboring strips/pixels.

In the Muon Drift Chambers (DTs), local reconstruction provides the position of a muon hit
in a drift cell, determined from the drift time measurement and the effective drift velocity.
Three-dimensional track segments within a superlayer are built from hits in each component
layer.

In the Muon Cathode Strip Chambers (CSCs), local reconstruction provides position and
time of arrival of a muon hit from the distribution of charge induced on the cathode strips.
Two-dimensional hits are obtained in each layer, and these can be combined to create three-
dimensional track segments within each chamber (of 6 layers).

In the Muon Resistive Plate Chambers (RPCs), local reconstruction gives the position of a
muon hit from the position of clusters of hit strips.

In the Electromagnetic Calorimeter (ECAL), local reconstruction identifies the position, time
of arrival, and energy of localized electromagnetic energy depositions.

In the Hadron Calorimeter (HCAL), local reconstruction likewise identifies the position,
time, and energy of localized hadronic energy depositions.

2.7.3 Global reconstruction

The global reconstruction algorithms use the objects created in the local reconstruction within
a single detector module, combining them with the objects arising from other modules of the
same subdetector to produce further objects which represent the best measurement from
that subdetector. At this stage, no attempt is made to link the information from different
subdetectors; this is part of the later Combined Reconstruction step (Section 2.7.4).

• Reconstruction in the Tracker system: in the high multiplicity charged-particle
environment of pp collisions at LHC, a global tracking approach is unlikely to be
an efficient use of computing resources. Instead, specialized approaches can serve
different use cases, e.g. low/high pT tracks, searches for displaced vertices, etc.
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In order to satisfy multiple use cases, different reconstruction units must be per-
mitted to run in parallel, each producing a set of tracks applicable to a specific
use case. CMS has implemented and tested several different tracking algorithms,
each implemented in a common framework in which the various components,
from seed finding to propagation and final fit, are cleanly separated and modular-
ized. More than one algorithm is usually available for each component, allowing
an easy adaptation to different use cases. Additional information can be found
in 6.4.

• Reconstruction in the Calorimeter system: a Calorimetric Tower (CaloTower)
links matching clusters in ECAL and HCAL to produce a projective tower in the
calorimetry system. The towers have a definite position in the (η, φ) plane, and
hence can be used as the basis for Jet reconstruction as described in Section 2.7.4.3.

• Reconstruction in the Muon system: global reconstruction in the Muon system is
often called “Standalone muon” since it does not make use of Tracker hits; and it
is also used in the Level 2 trigger algorithms. The reconstruction makes use of the
track hits and track segments from the local reconstruction step in the individual
muon subdetector modules of the CSC, DT, and RPC detectors. The algorithm
starts from the locally-reconstructed muon track segments. A segment in one of
the innermost detector stations (those closest to the interaction point) is used as
a seed for a Kalman filter, which builds trajectories in the radially-increasing di-
rection. A χ2 cut is applied to reject hits unlikely to be associated with the track,
which can arise from showering, delta rays, and pair production. The trajectory
is propagated using a detailed map of the magnetic field and taking account of
energy loss in the detector material (mainly the steel of the magnet return yoke),
until the outermost detector layer of the Muon system is reached. A backward
Kalman filter is then applied, working from outside in, and the track parameters
are defined at the innermost muon station. Finally, the track is extrapolated to the
nominal interaction point and a vertex-constrained fit to the track parameters is
performed. In this fit, since the magnetic field is inhomogeneous and nonuniform
in the 2 endcap regions, the two-dimensional hits in CSC layers are used instead
of the track segments which were used for seeding. Additional information can
be found in Section 9.1.1.

2.7.4 Combined reconstruction–high level objects

The final stage of reconstruction combines input objects created in the global reconstruc-
tion within each subdetector detector, creating objects based on the complete CMS detector.
For example, a standalone muon candidate can be extrapolated into the Tracker detector,
thus improving the measured muon track parameters using the high precision of the Tracker
measurements. Another common example is matching of ECAL and HCAL clusters and
their combination into jet candidates. These examples and others are discussed in the fol-
lowing subsections.

2.7.4.1 Photon and electron identification

The global selection of electrons and photons proceeds in 3 steps. The first step uses the
Calorimeter information only. The second step requires hits in the pixel detectors, consis-
tent with an electron candidate. The success of the matching of an ECAL “supercluster”
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(Section 10.1) to hits in the pixel detector flags the candidate as an electron; otherwise, the
candidate is flagged as a photon. In the final step, the selection of electrons uses full track
reconstruction, seeded from the pixel hits obtained by the matching step. The selection of
photons can instead use isolation cuts and rejection of π0s based on lateral shower shape
and the reconstruction of converted photons. See Sections 10.3 and 10.4 for additional infor-
mation.

2.7.4.2 Muon identification

Global muon identification starts from the Standalone muon, adding associated silicon tracker
hits and performing a final fit to the track.

Isolation criteria can be applied to the muon candidates to provide additional rejection, us-
ing the number of pixel tracks in a region around the projected muon trajectory. This sup-
presses nonprompt muons from b, c, and K decays. Additional information is available in
Section 9.1.

2.7.4.3 Jet reconstruction

Jet reconstruction in pp collisions aims to reconstruct and identify jets arising from the had-
ronization of a scattered parton, in order to reconstruct its direction and energy. Many re-
construction algorithms exist in the literature, and vary in speed, efficiency, and resolution.

Most algorithms use a clustering technique, in which calorimetric towers close in (η, φ) to a
high ET tower are summed together, subject to some constraints. For example, in the cone
algorithm, a seed tower is selected (typically according to high ET) and then all objects suffi-
ciently close in (η, φ) are used to form a proto-jet. The process of association is iterated until
the parameters of the proto-jet have stabilized, and then the associated towers are consid-
ered to comprise a jet candidate. The procedure is repeated with the remaining unassociated
towers, until no seeding tower with sufficiently high ET remains.

2.7.4.4 Missing ET reconstruction

Many channels of discovery at the LHC present as a clear signature for new physics a large
missing transverse energy (for example, SUSY decays with a LSP escaping detection by
CMS). A large effort has been placed on the design of calorimeters to have as complete η
coverage as possible to allow for the needed measurement accuracy.

2.7.4.5 Data tiers in CMS

Within the current understanding, the CMS Event Data Model distinguishes between

• FEVT (Full EVenT): all the data collections from all the producers, plus the RAW
data; useful for debugging and probably only at the startup. It is expected to
require 1–2 MB/event.

• RECO (RECOnstructed Data): contains selected objects from reconstruction mod-
ules; it is still quite large, at the level of 500 kB/event.
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• AOD (Analysis Object Data): a subset of the previous, containing only high-
level objects; should be sufficient for most analyses and substantially smaller than
RECO (50 kB/event).

2.7.4.6 RECO/AOD objects

Objects contained in the RECO data tier are a subset of Event data specifically for analysis
tasks. At the current status of development of CMSSW, all the basic objects up to the level of
tracks and jets have been defined, and are listed in Table 2.2. The objects are designed in such
a way as to provide useful information for analyses without requiring external information,
like the magnetic field or geometry. Care is also taken in separating core quantities (the ones
which must survive in each information tier) from extra quantities, which can be stripped
out if smaller data sizes are needed. Some higher level objects must still be introduced to
fulfil physics analyses; most notably, in Table 2.2, objects for b-tagged and τ -tagged jets are
currently missing. These will be implemented soon as an extension to the objects described
here (for example, extending the jet object with tagging quantities). A possible solution (one
of several possible) is shown in Table 2.3.

2.8 Calibration and alignment
Calibration and alignment information are part of a larger class of data referred to as “non-
event data.” These data are gathered during the construction and operational phases for the
experiment and are needed to fully understand the physics data collected from the detector.

CMS has identified 4 logical categories of nonevent data: 1) Construction, 2) Equipment
management, 3) Configuration and 4) Conditions. The data have been classified according
to their needs for metadata (data to describe the data) and are described in the following
sections.

2.8.1 Different source of technical data

2.8.1.1 Construction data

During production of the detector, data are gathered about the construction process and the
produced items. Some of the construction data also belong in the data categories described
below and will therefore be moved to the common data storage at the end of the construction
phase. The CMS subdetectors will keep their construction data available for the lifetime of
the experiment enabling them to trace possible production errors. The construction data and
its storage will not be described further in this document.

2.8.1.2 Equipment management data

Detector items should be tracked to log their history of placement and repairs. The clas-
sification of CERN as INB (Installation Nucleaire de Base) requires additionally to keep a
continuous trace of the location of irradiated items. Equipment management data therefore
include these location history for all items being installed at the experiment. They contain
detector parts as well as off-detector electronics. The required metadata are the interval of
validity (IOV).



2.8. Calibration and alignment 71

Table 2.2: RECO Objects in CMSSW.
System Object
TrackReco Track Contains core track info, like helix parameters,

covariance matrix, fit χ2, number of hits.
TrackExtra contains, for a given track, outermost extrap-

olation and references to reconstructed hits
used.

VertexReco Vertex Contains position and covariance matrix,
number of degrees of freedom, references to
used tracks.

MuonReco Muon Extends a Track adding Muon System specific
objects.

EGammaReco Cell Stores energy, η, φ, position, layer code.
BasicCluster A cluster of Cells; stores energy, position, un-

corrected energy, χ2 and references to Cells.
Cluster Contains energy, position, η-φ covariance, π0

discriminator, radius.
SuperCluster Contains ET, η, φ, position, uncorrected en-

ergy, reference to the seeding cluster, reference
to the clusters.

EGammaCandidate Contains reference to the SuperCluster, plus
trigger information.

Gamma Contains ET, η, φ, primary vertex along z, iso-
lation, reference to the EGammaCandidate.

Electron ContainsET, η, φ from both clusters and track,
track charge,E/p, hadronic fraction, ∆η, isola-
tion, references to EGammaCluster and Track.

JetReco CaloJet Stores 4-momentum as a TLorentzVector, ref-
erences to the constituent CaloTowers, energy
in ECAL and HCAL.

METReco Emiss
T Stores missing ET in x and y, corrected and

uncorrected.
HLTReco HLTResult Contains an array of bits, packed into 16-bit

words.

Table 2.3: Additional objects needed for physiscs analyses; one possible implementation.
System Object
b-Tagging BTaggedJet Contains b-tagging information (and reference

to) for a jet.
JetWithTracks Contains b-tagging information for a jet, and

gives access to the tracks.
Tau Tagging TauJetWithTracks Contains a tau jet giving access to the individ-

ual Tracks.
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2.8.1.3 Configuration data

The data needed to bring the detector to a running mode are classified as configuration data.
These comprise voltage settings of power supplies as well as programmable parameters for
front-end electronics. The configuration data will have versions and tags of consistent sets
of versioned configurations as metadata.

2.8.1.4 Conditions data

Conditions data include several types of information and the use in the online and offline
environments are somewhat different. In the online system conditions data are used for
post-mortem analysis of detector errors. In the offline the conditions are needed for event
reconstruction as well as data quality monitoring. The conditions needed offline are a subset
of the online conditions. The conditions metadata are interval of validity, version and tag.
Unfortunately a unique classification of data items into the above classes is not possible. A
configuration for instance becomes a condition, once it has been used in the detector. The
general data flow can be described as follows: configuration data are prepared using the
equipment management information and loaded into all of the subdetector systems.

2.8.2 Calibration and alignment data

Calibration and alignment are special cases of conditions data needed offline to characterize
the detector running conditions for particular periods of time. The offline conditions sub-
set is extracted from the online nonevent data and sent to the offline sites. Prompt or first
time reconstruction of Event data is performed using the offline conditions data. A better
understanding of the detector with time will require more careful calibration and alignment
by creation of new versions of conditions data.

2.8.2.1 Conditions database architecture

The initial nonevent data repository on the online side is called Online Master Data Storage
(OMDS). It holds the configuration and online conditions data of all systems. In addition
common data sets like the equipment management data, the detector geometry and the elec-
tronics logbook are stored here. The offline conditions subset is cached at the experiment site
in a database referred to as ORCON (Offline ReConstruction ON line subset). The conditions
data needed by the HLT farm will be accessed from ORCON. Data will then be transferred
to ORCOF (Off line ReConstruction OFfline subset) which is the main conditions database
for the CERN Tier 0 and Tier 1 computing centres. From ORCOF, data will be distributed
to the other tiered computing centres. Calibrated data will be written back to ORCOF and
transferred to ORCON if required by the HLT. The underlying database technology for all
online and offline databases will be Oracle [52].

2.8.2.2 Condition database online model

Online conditions data comprise data describing the detector configuration, status and log-
ging information. The online conditions data are stored in a relational database with schemas
customized for the needs of each subdetector. This enables searching and comparing values
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needed to perform error tracking and other diagnostic and operational activities. Each sub-
system has specific database tables holding their own conditions data. Only a small subset
of the online conditions will be transferred to the offline system.

Because Oracle is used for online and offline databases, intrinsic mechanisms for the transfer
and synchronization between on and offline can be used. The only meta-information needed
for conditions data is the time of validity, and therefore all data items must have a start and
end time associated with them. The end time might be “open ended” showing that this
data item is currently valid. To take the ambiguities between configuration and conditions
data into account, conditions data might just be a link to a specific configuration, where its
IOV indicates the period for which these configuration parameters are valid. The online
to offline transfer mechanism will resolve those links, ensure that at least one copy of the
corresponding configuration data exists in the offline conditions DB, and create an offline
IOV referencing those parameters.

2.8.2.3 Condition database HLT/offline model

Applications using the conditions data, e.g. reconstruction software, get the data from the
offline database through the “EventSetup” system in the framework (Section 2.2.3.2). The
database software is responsible for providing a data source implementation to the interface
defined by the EventSetup. The connection between the data source and the EventSetup
guarantees that the data being delivered to the user are valid for the current event.

The Object-Relational (OR) database in POOL (POOL-ORA) [45] is the baseline technology
for the CMS offline conditions database software. The POOL-ORA implementation sits on
top of a generic relational database layer that hides the underlying relational database tech-
nology from the user.

The POOL-ORA interface used for handling nonevent data is identical to that of POOL used
for handling event data. The essence of the object-relational approach of POOL is that the
transient object model drives the database data model. The designers of the offline data
model are unaware of the tabular representation of the data in the database. The offline
database schema is automatically created from the definitions of the persistent-capable ob-
jects by following the Object Relational Mapping (ORM) rules. The data are retrieved from
the underlying relational database then stored as C++ objects in memory by following the
SEAL [53] dictionary information and then finding the corresponding entries in the OR map-
ping files.

2.8.2.4 Tools for transfer from online to HLT/offline databases

A mechanism is being developed for the Online to Offline Database transfer and transfor-
mation. It will move and translate the online data to a form that will meet the offline POOL-
ORA requirements. This tool provides a generic data movement for all the subdetectors to
the databases used for HLT and offline. Data can be transferred from online to offline using
a script or compiled application. Since Oracle is employed for both instances of views (a
view is a customized slice of a table or set of tables), other Oracle specific approaches might
be used. In order to trigger the data transfer process either a “cron” job or some other driv-
ing mechanism will be employed. This trigger process will be configurable and might be
different for different types of data or various subdetector groups.
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Some subdetectors (Tracker) store their data in BLOBs (Binary Large OBjects), whereas sub-
detectors like HCAL store their data in numeric fields, and data will be selected from the
Online database in the format that is needed for the Offline side. This tool also provides
a mechanism to monitor the data which is transferred from the Online to Offline database.
Moreover a fail safe mechanism is required to check that the transferred data is correctly
synchronized. Once data is transformed and transferred to the Offline side to match the
POOL-ORA API, these tables will be used to generate POOL-ORA objects for the event re-
construction as well as other physics analysis purposes.

2.8.2.5 Offline access and deployment

Offline access to the detector nonevent data is through a system of servers that connect to the
offline database. The approach is that of FroNTier [54] that uses a Tomcat server [55] to ex-
tract information from the database through a network of proxy caching servers, specifically
Squids [56], to CMS client applications. This approach has many advantages over a system
of direct client connections to the database server as it significantly reduces the activity to
the central database. All of the servers in the system are stateless, which means they can
“failover” (automatically switch) to other redundant servers providing a reliable and “per-
formant” system. Connections to the Oracle server originate from the Tomcat server and are
pooled together and carefully managed.

The system is made robust by providing several parallel Tomcat servers at the Tier-0 com-
puting centre that provide load balancing and failover capabilities. The deployment of the
system is straightforward with an instance of the Squid proxy-caching server needed at each
Tier-1 and Tier-n centre. The clients connect through the Squid proxy-caching servers and
data returned to the client are cached locally in the server. For the client, this entire mecha-
nism is hidden behind the POOL API and only a connection string is configured in the offline
software to enable it.

The FroNTier approach is considered the baseline solution for distributing calibration and
alignment data. An alternative also being considered employs a distributed database sys-
tem that replicates the needed portions of the database to remote sites. This is done by the
replication through Oracle streams, or by MySQL or other database technologies.

2.8.3 Calibration and alignment model

2.8.3.1 Calibration

Calibration is based on detector signal measurements taken under controlled conditions.
These data are characterized by several parameters per electronic channel, e.g. pedestal,
gain, time offset, drift velocity, dead and hot channels, and others. The data are often col-
lected for sets of channels within a given subdetector, and an algorithm is used to produce a
calibration set that is considered valid for a certain interval of time called Interval Of Validity
(IOV). The calibration information for any given IOV can have one or more versions of the
calculation of the calibration values made with different algorithms. This version informa-
tion might be made of both an algorithm name and version to allow for different algorithms,
and slight changes to a particular algorithm. The procedure varies considerably from detec-
tor to detector.
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2.8.3.1.1 Calorimeter calibration HCAL uses a radioactive source fed through a small
tube to each tower as the starting point of its gain calibration. The signals produced by this
source are recorded as a function of the position of the source in the module, and a gain calcu-
lated based on an algorithm. Pedestals are measured when the module is completely quiet,
with no sources of energy. Electronic noise causes the pedestals to fluctuate and an algorithm
is used to determine the best value for each channel. It is anticipated that the HCAL gain
and pedestals will not vary significantly over many days or weeks of operation. The ECAL
calibration is much more challenging due to the very high precison that is being sought. The
target intercalibration precision is ≈ 0.5%. Many small effects which are negligible at lower
precision need to be treated with care as this level of precision is approached. The nature
and technology of the ECAL provides no convenient or a priori way of intercalibrating the
channels and the target precision can only by achieved using physics events. A further com-
plication is the changing transparency of the lead-tungstate crystals with radiation exposure,
due to the formation of colour centres and subsequent annealing. The transparency is mea-
sured for each crystal approximately every 20 minutes by injecting laser pulses and reading
out the response.

2.8.3.2 Alignment

A precision alignment of the CMS tracking devices—pixel, microstrip, and muon detectors—
is one of the most challenging offline calibration tasks CMS faces. A detailed description of
the general alignment concepts and the procedures involved for the muon and Tracker are
presented in Sections 3.2.2 and 6.6, respectively. This section is devoted to an overview of
the application and storage of alignment data in the context of the offline condition service.

A set of alignment corrections for an active detector element used in the reconstruction, such
as a silicon sensor or a muon chamber, is defined to be a vector containing 6 terms: δx, δy,
δz, and, δα, δβ, δγ where the first 3 represent the displacements of the 3 translation degrees
of freedom while the last 3 define Euler angle corrections for the 3 possible rotations. All
corrections are calculated with respect to the ideal geometry as delivered by the geometry
service (Section 2.4.1). Therefore, the ideal geometry together with a set of alignment cor-
rections defines a new reconstruction geometry. Similar to all other calibrations that need to
be made available in the offline software framework, the alignment corrections are stored as
POOL-ORA objects and queried via the standard framework tools.

2.8.3.2.1 Microstrip and pixel detector alignment While track-based alignment is the
main source of alignment corrections, also the Laser Alignment System (LAS) of the Mi-
crostrip detector will provide important information about the alignment of the high level
support structures for the Microstrip detector. Although the alignment corrections stemming
from track-based and LAS alignment are usually defined at different levels of detector ge-
ometry granularity (i.e. the LAS provides corrections for support structures, while the track
based alignment can align individual sensors), the framework provides a consistent treat-
ment of the different alignment corrections to insure a well-defined reconstruction geometry.

Currently it is believed that a full alignment of the Microstrip and Pixel Detector down to
the lowest level of granularity will be carried out every 4 to 5 days. This time estimate is
mainly based on the number of tracks originating from Z → µµ and W → µν decays that
can be recorded at low luminosity. In the future it is foreseen to also study other tracks from
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central interactions for the alignment. If this is successful, the alignment of the roughly 20 000
active elements in the tracker reconstruction can be carried out within a single day.

2.8.3.2.2 Muon chamber alignment Similar to the Microstrip detector, the muon sys-
tem also possesses a hardware alignment system. Therefore the alignment corrections from
both the hardware alignment and the track-based alignment needs to be properly merged in
order to obtain the final reconstruction geometry. However, in contrast to the Tracker, the
overall number of elements to be aligned is significantly smaller. With roughly 1000 cham-
bers only 6000 alignment parameters are needed for the Muon chambers. It is also expected
that the frequency of geometry updates due to changes in the alignment is significantly less
for the Muon chambers than for the Microstrip and Pixel Detectors.

2.9 Data quality monitoring
The Physics and Data Quality Monitoring system (DQM) aims at providing a homogeneous
monitoring environment across various applications related to data taking at CMS. Its infras-
tructure must be fairly flexible and easily customizable so as to be usable by different groups
across the experiment. Applications that can benefit from a unified approach to monitoring
range from the high-level trigger algorithms in the Filter Farm to local DAQ supervision by
a subdetector group up to off-line reconstruction jobs carrying out “production validation”.
The primary goal of the DQM system is however to guarantee the quality of physics data
collected by the general data acquisition.

The DQM infrastructure provides a generic interface independent of the specific technology
implementation for the creation and update of monitoring objects (e.g. histograms), allow-
ing direct insertion of monitoring statements in the reconstruction code. Producers publish
a list of available information to be delivered to consumers upon connection. They accept
subscription requests for delivery of regular updates of a given piece of information. The
DQM infrastructure provides functionality to collect and organize information received from
a number of producers, and redirect it to consumers according to their subscription requests.
This interface can be accessed from standalone programs, or can be used from within recon-
struction applications and modules. On the client side, tools are provided for evaluating the
consistency of received information to reference information retrieved from a database, up-
date these references, set thresholds, raise alarms, and create error messages for use by the
central error logging facility.

2.9.1 Architecture

The DQM framework is designed to deal with sets of objects (“monitoring elements”, or
ME) from the creation in monitoring producers (“sources”), to the organization and redis-
tribution, on a periodical basis, in the “collectors,” to their final use by clients. Sources are
defined as individual nodes that have either direct access to or can process and produce in-
formation we are interested in. The creation and update of MEs at the source can be the
result of processing input event data (event consumers) or input monitor elements (monitor
consumers).

At the other end of this architecture are the monitoring information consumers (“clients”).
Clients are notified of available monitoring information (“monitorables”) from all sources
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combined. They can subscribe to and receive periodic updates of any desired subset of the
monitorables, in a classic implementation of the “publish-subscribe” service. A hierarchical
system of collector nodes is responsible for the communication between sources and clients
(e.g. subscription requests) and the actual monitoring transfer. These nodes serve as collec-
tors for the sources and as monitoring servers for the clients.

In order to minimize the interference with the “main” application running in the source
process (e.g. analysis, calibration/alignment, trigger algorithm, etc), DQM operations at the
source are reduced to a minimum. All CPU-intensive tasks (e.g. comparison to reference
monitoring element, display, database storage, etc.) are to be carried out at the client’s side.

The above design aims at

• shielding the sources from connecting clients that could slow down the main ap-
plication or threaten the stability of the source

• facilitating the quick transfer of the monitoring information from the sources to
the collectors.

To this end, sources are connected to only 1 collector each (but a collector can connect to
multiple sources). Clients do not have direct access to the sources. All source-client commu-
nication is carried out through the collector (or collectors).

In this design, the production of the monitoring information is clearly separated from the col-
lection and the processing. The collectors act as the “middle man”: they are responsible for
advertising the monitorables to different clients and serve monitoring requests. The nature
of the collection and processing of the monitoring information is statistical by construction.
In particular, the DQM

• is meant to help the experts identify problems that occur (and are monitored) over
a period of time and is not expected to be capable of spotting punctual problems

• does not give access to particular events

• does not guarantee that 2 clients will receive identical monitoring information

2.9.2 Components and data flow

The DQM infrastructure supports various monitorable types. 1D-, 2D- and 3D-histograms,
1D- and 2D-profiles, scalars (integer and real numbers) and string messages can be booked
and filled/updated anywhere in the context of reconstruction and analysis code. The infras-
tructure takes care of publishing, tracking updates, and transporting these updates to sub-
scriber processes. The DQM infrastructure does not provide support for publishing/transport
of individual event data. Distribution of data to “event consumers” is provided by a sepa-
rate system (see Section 2.3.2.2). Access to booking, filling and modifying MEs is provided
via abstract interfaces in every component. MEs are organized in directory structures with
virtually unlimited depth, from which monitor consumers can “pick and choose”. In every
component, it is possible at any point in time to create root-tuples with “snapshots” of the
monitoring structure for debugging and reference.

2.9.2.1 Sources

Data Quality Monitoring services available to the source not only keep track of updates to
existing monitor elements, they also enable dynamic modifications to the monitoring struc-
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ture. The list of available monitoring information can be modified at run-time by booking or
deleting MEs via the public DQM service interface. Updated information from an individual
source is distributed to all consumers (through the collector) by an update task (MonitorDae-
mon) running periodically is a separate thread of the source process. The interval between
2 MonitorDaemon updates, which defines a monitoring cycle, can be configured for each
individual source process. A “reset” switch can be used to specify for each ME whether
monitoring contents should be reset at the end of a cycle2.

The MonitorDaemon maintains the connection with the collector and uses the DQM service
to collect updates to be transmitted to it. The main application (which could be a critical one,
like a HLT process), is not affected by the failure of a downstream component in the DQM
system As an example, the source can continue to run even if the connection to the collector
is lost (e.g. the collector has crashed).

2.9.2.2 Collectors

Collectors serve as dispatch points between sources and clients. Unlike sources and clients,
collectors are completely standardized and do not need any customization. A collector ac-
cepts network connections from sources and clients. A source can post messages to the col-
lector advertising available monitor contents. All connected clients are dispatched with the
entire published content available at the collector. The collector receives subscription mes-
sages from clients that are relayed to the appropriate sources. When a source sends an update
message containing new data, this is relayed to all subscribed clients. Individual sources and
clients can be added or removed at run-time. The collector is responsible of keeping track of
active connections.

2.9.2.3 Clients

A generic DQM client application is distinct from a source in that it normally only deals
with monitor data, and not with event data. Client input comes in the form of updates of
subscribed information from one or more collector instances the client is connected to. As
mentioned above, connections can be dropped without affecting the overall functionality of
the DQM system and its sources. Standard components are provided that allow the client to:

• start and configure itself, making connections to the relevant collector(s)

• load an initial subscription list at configuration; this list can be later edited and
saved

• be notified of the data taking configuration (DAQ configuration, trigger tables)
and of run start and stop

• subscribe to selected subsets of data available from the connected sources

• add or remove available items from the subscription list at runtime

• receive and keep track of periodic updates of monitoring information from multi-
ple sources

• collate information from different sources
2This option should be turned on for MEs that describe dynamic content (e.g. hit occupancy of a subdetector)

and off for MEs that describe accumulating quantities (e.g. number of events processed, number of errors, or
counters of rare events).
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• maintain a local list of available data; this includes all input data, results of colla-
tion, and all other monitor data created in the client itself

• create groups of monitor elements for analysis or display

• create and attach rules to monitor elements: these rules are evaluated for each
update and used for diagnostic reports

Client applications must be customized for the use by an individual subsystem.

2.9.2.4 Client customization

As discussed in Section 2.9.1, the majority of the operations involving MEs takes place on
the client side. Here we list a set of tools used to customize these tasks, accessible only by
clients.

• Analysis tools for monitoring element operations: “reset”, “accumulate”, “col-
late”, “compare to reference”.

• Status flags to summarize with a single discrete parameter the status of hierar-
chical components of a subsystem. This is convenient for summary pages on a
GUI that can give the overall status of components subdetector e.g. through a
colour-coded system. Problem flags can be set according to rules, alarms raised or
masked.

• Archival facility to store (and retrieve) custom sets of MEs to be “played back”,
used as reference, or for historical analysis

• Graphical User Interface to give interactive access to the custom operations dis-
cussed in this section via a standard set of graphical interface widgets, and to
provide visual feedback to the user (overall and hierarchical status display, repre-
sentative plots)

• Display of arbitrary sets of monitor elements

Generic graphic clients are also provided that can be connected to a given application, al-
lowing the standard DQM interface to be visualized as complex live displays of monitor
information.

2.9.3 Control flow

DQM applications that are part of the online systems are controlled as a whole by a “DQM
Supervisor” which runs under the general Run Control. The DQM Supervisor is responsible
for the central initiation of all relevant processes and the transmission of common configu-
ration information to them. All DQM clients implement a standardized state machine and
states are constantly reported to the supervisor to give feedback to the shift crew in case
problems are detected. Run Control also uses the Supervisor to notify all clients when a run
is started or ended.

During the lifetime of a DQM client, interaction with the user happens through individual
application control interfaces based on the web protocol.
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2.9.4 Subdetector monitoring

Implementation of DQM tools is under active development by the different subdetector
groups. The current focus has been on addressing the short-term operational needs of the
Cosmic Challenge. For example, a Drift Tubes DQM histogram browser with a GUI based
on IGUANA (see following section) has been used to monitor the drift tubes as part of the
commissioning effort at SX5 (Fig. 2.19). This development will continue on to the develop-
ment of monitoring programs for the long-term needs of the subdetectors. A discussion of
the amount of information and resources which are necessary to monitor the operation and
performance of each subsystem is given in the subsequent subdetector chapters.

Figure 2.19: Screen shot of the Drift Tubes DQM browser of online data sources: occupancy
and time boxes subscription, using the interactive IGUANA GUI and tree controller to display
several embedded ROOT canvas components. The data sources are the cosmics muons taken
at SX5 during commissioning of the installed DT.

2.10 Visualization
Visualization is an essential part of physics analysis and is an invaluable debugging tool in
a wide variety of areas including: offline simulation and reconstruction (event display), data
analysis, test beams, and detector monitoring in the commissioning and running phases.

An effective visualization system should act as a highly intuitive tool that allows the user to
rapidly navigate through the complex event data structures and their associated contextual
data, such as detector configuration. Users should be able to explore the features of the data
that are of specific interest to themselves, without being overwhelmed by the other data.
Depending on the context, the user should be offered different views of the data, such as: 2D
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(slices and projections of events and the detector); 3D (perspective and orthographic views
of events and the detector); 1D and 2D histograms (e.g. cell maps or lego plots of calorimeter
energies); or text views (e.g. tables of track parameters).

A coherent graphical user interface (GUI) enables the user to control the behavior of the
application supporting actions such as: display (selected parts of) event; display (selected
parts of) detector; define magnification and orientation of view; and select items in the views
(e.g. by mouse) and get feedback (e.g. textual data about selected objects). In order to see
only features of interest to individual users, the GUI controls should allow users to control
the visibility, colors, and transparency of individual objects and groups of objects and select
them either individually or using filters based on, for example, their properties such as name,
composition, density.

The CMS visualization philosophy is based on the following tenets:

1. Exploit existing public-domain graphics tools as much as possible.
This provides better functionality at lower cost (than in-house equivalents).

2. Build a generic toolkit of graphics representations and viewers to support event data
and detector visualization needs, based on the afore-mentioned public-domain tools.
This maximizes re-use of components across applications (simulation, reconstruction,
etc.) and environments (online, offline, or even other experiments).

3. Keep experiment-specific software decoupled from graphics software through the use
of relatively modest pieces of “adapter” code.
This enables the CMS systems to evolve and be maintained independently of the bulk
of the graphics systems, to facilitate the integration of new graphics toolkits and ver-
sions, and to enable new applications to be rapidly developed as new needs arise.

2.10.1 Design of visualization software

The tenets above are reflected in the structure of the CMS visualization systems, which is
shown schematically in Figure 2.20. The core of the visualization is the Interactive Graphics
for User Analysis (IGUANA) system [57, 58, 59]. This is a generic HEP visualization toolkit,
mostly written in C++, which has an emphasis on detector and event display. Although it
was primarily developed in the context of CMS, it is deliberately designed to be completely
independent of CMS software. Therefore it may be freely used by other experiments (for ex-
ample DØ has produced an event display using IGUANA). IGUANA relies on a few generally
available external graphics packages, notably: OpenInventor and OpenGL for performant
2D/3D graphics [60] and the Qt Graphical User Interface toolkit [61].

IGUANA extends these basic toolkits to provide HEP extensions for the following:

• graphics representations;

• viewers / controller components;

• desktop and web-based graphical user interface clients.

The graphics representations correspond to common physics objects (e.g. lines represent
tracks, ellipsoids represent vertices, cones represent jets, etc.), as well as detector elements
(e.g. trapezoids, conic sections, etc.). The full range of GEANT4 shapes is supported.

The viewers / controllers are graphical window elements (widgets) and GUI control ele-
ments (e.g. a 2D event display canvas or a tree widget for browsing a hierarchical data
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Figure 2.20: Schematic structure of the CMS visualization systems, showing the CMS-specific
software, the external graphics systems, and the IGUANA toolkit.
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structure). These viewers display and allow the manipulation of arbitrary user-defined col-
lections of graphics representations in 2D or 3D. The user may translate, zoom, rotate, and
select objects either by moving the mouse in the graphics window or by using specific wid-
gets.

A broad range of configurable components are provided by IGUANA including:

• a startup wizard to configure an application;

• toolbars for common actions (save, print, select pointer, axes, grids, etc.);

• a multi-document interface for viewers (2D, 3D, lego, Python shell, etc.);

• customizable pull-down menus, tear-offs, and keyboard shortcuts;

• a control centre for animators, clip planes, lights, slices, view properties (perspec-
tive, orthographic, wire-frame, solid,. . . ), and camera viewpoints;

• object representation manipulators for colors, transparency, etc.; and

• a configuration parameter controller (e.g. for changing cut settings).

The desktop and web-based graphical user interface clients are provided to enable the
viewer and controllers to be integrated into a coherent end-user application. The desktop
client is a Qt-based system which runs on many flavors of the UNIX operating system as
well as the Windows and MacOS operating systems.

The web IGUANA is based on a client-server model. An IGUANA back-end server runs the
full application, which creates, manages, and renders the graphics representations. This
server produces rasterized images (e.g. jpeg or gif) which are then shipped to the client. The
client is a JavaScript component which can run in an arbitrary web browser, just by opening
the URL. The web client is particularly useful for occasional and remote users as it requires
just a URL and no local installation of CMS, IGUANA, or other external graphics software
packages. The use of the asynchronous JavaScript technique enables the client to be highly
performant such that the image in the web browser can refresh fast enough to, for example,
smoothly rotate the CMS detector in 3D.

2.10.2 CMS visualization applications

CMS visualization applications are constructed by loading a CMS-specific visualization sub-
framework which provides communication between the CMS framework and IGUANA. The
application specific “adapters” connect the CMS data structures (provided through the CMS
framework) to the graphics representations (provided by IGUANA). The representations are
then handled by the IGUANA viewers, controllers, and desktop or web clients. The appli-
cations manifest themselves as session types of IGUANA through the mechanism of plug-
ins. The user may run IGUANA either through a GUI or through a command line interface
for interactive or batch use; Python scripting is supported but is not yet heavily used by
CMS. These and other aspects of creating IGUANA-based applications are described in refer-
ence [62] and references therein.

The main CMS-specific visualization applications are described below, including: the inter-
active simulation visualization system; the detector and event display for reconstruction;
and the online event display and data quality monitoring visualization applications.
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2.10.2.1 Visualization for simulation

The CMS simulation is based on the GEANT4 toolkit as described in section 2.5. Although
GEANT4 provides some basic visualization tools, these use a pipeline model for graphics ren-
dering. This is unsuitable for a highly interactive application with incremental user control
and rendering, which requires feedback to the original objects after, for example, their selec-
tion with the mouse. As a result of these limitations, the integration of GEANT4 into the CMS
interactive graphical environment required some customization of a portion of the GEANT4
visualization framework, manager and command line shell, for example to synchronize the
GUI and GEANT4 threads. These features are packaged as a non-CMS-specific optional ex-
tension to IGUANA and may be easily used to visualize any GEANT4 detector using the full
IGUANA capabilities.

The system allows users to choose which parts of the detector and event are to be visualized.
The detector structures may be viewed as a physical or logical tree, to which filters may be
applied to select volumes based on name, material or other properties. Specialized visual-
ization modules have been written to help debug errors in the definition of the detector, such
as the display of erroneously overlapping volumes or, for example, to calculate the mass of
volumes made of a particular material. Figure 2.21 shows the CMS detector visualisation;
this particular view shows some details of the endcap muon system.

Figure 2.21: Visualization of the CSC “slice test” geometry, using IGUANA, showing the hier-
archical detector tree browser, the material filter/selectors, and a 3D viewer of the detector;
2D and magnetic field views are possible but not shown here.

2.10.2.2 Event display for reconstruction

The CMS visualization for reconstruction is used for debugging detector configurations, dig-
itizations, and the event objects created in the reconstruction such as tracks, vertices, jets, etc.
It supports different startup configurations according to specific needs of particular detec-
tor or physics groups. Applications may or may not load a selective list of plug-ins and
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different views according to the task they are to perform. The visualization application for
RECO/AOD events is similar to the full reconstruction visualization application, with the
difference that the input data collection contains reconstructed objects but no digitizations.
Figure 2.20 and Figure CP 14 show typical user sessions for the CMS visualization program,
with the Qt client, used to study CMS reconstructed data.

2.10.2.3 Visualization for online / data quality monitoring

Visualization is an invaluable tool for giving rapid and intuitive feedback on the perfor-
mance of the detector. Online displays include generic event displays, similar to the offline
programs, as well as more specific Data Quality Monitoring (DQM) displays which show,
for example, cell maps for specific subdetectors or histogram displays of selected quantities.

CMS is already starting to develop such displays for the Cosmic Challenge. Figure CP 15
shows one such example for the HCAL online visualization application based on recent real
cosmic muons used for debugging the CMS HCAL. It shows examples of the 2D (r-φ and
r-z) views, a 3D view, and the lego histogram view. It displays a simplified version of the
CMS detector as the tracker and ECAL have not yet been installed inside the HCAL at this
time.

Displays of various 1D and 2D histogram views are well-supported by tools such as ROOT [63]
or HippoDraw [64]. Therefore, rather than duplicate such functionality, component plug-ins
to IGUANA were created to wrap the native ROOT and HippoDraw histograms and drawing
area (canvas) such that they may be used as standard IGUANA components. In the IGUANA

Qt GUI the integration of ROOT with IGUANA is provided through the QtRoot compo-
nent [65]. For the web client, IGUANA provides a means for creating a rasterized image
of the ROOT model that can then be served to the remote web client application.

As discussed in Section 2.9.4, Figure 2.19 shows the Drift Tubes DQM histogram browser
with an IGUANA-based GUI. This has a tree browser of available data sources and a set of
embedded ROOT canvas components.

2.11 Software development environment, quality assurance, and
testing

2.11.1 Description and general concept

The community of contributors to the CMS Software project is a vast and dispersed one. In
order to obtain a software cycle that converges rapidly, a basic infrastructure must be pro-
vided in order to allow the single developer to work at his/her best, and to integrate seam-
lessly the work of several contributors. Such infrastructure is the Software Development
Environment. Its aim is to coordinate the work of collaborators in the following areas:

• Development: provide a common development environment, a central location
for source code and documentation, coding rules and guidelines.

• Integration: provide a schema to facilitate the integration of the work of the vari-
ous collaborators

• Release: devise a clear release strategy and setup convenient release procedures.
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• Distribution: provide the sources and binaries needed to install software in any if
the development and/or production centers worldwide.

• Quality assurance: keep the quality of the code under control, prevent regression,
track bugs.

• Documentation: ease the process of documenting software units and assure every
software unit is properly documented.

In the following sections we will describe in more detail how we intend to achieve these
goals.

2.11.2 Code management

In order to enable several developers to contribute to the same project, a code management
system must be available to keep old versions of source code files, keep a log of who, when,
and why changes occurred, and lastly to allow the consistent retrieval of the code from var-
ious authors. In order to make proficient use of the code management system, a set of con-
ventions and guidelines must be established. Once the source code is conveniently managed,
the developers must be provided with a convenient build system and package management.
Additional development tool are often useful to provide high quality code: memory usage
checks, profiling, dependency analysis.

2.11.2.1 Source configuration management

The CVS system has been chosen as the source configuration management tool [66]. Despite
the fact that more modern tools exist, CVS is still highly configurable and familiar to most
developers.

The source code is structured in a series of subsystems, each consisting of one or several
packages. In order to be able to commit source code for a particular package, a developer
must be registered in the developer list for that package. Developer status for a package is
granted by the administrator of the associated subsystem. Subsystem administrators have
the right to create new packages within that subsystem. Project coordinators create subsys-
tems and grant administrator rights.

2.11.2.2 Coding conventions

Adherence to coding conventions eases the long-term maintenance of the code base. They
improve the readability of the code and ease its use and navigation. Adherence of the code to
these conventions is guaranteed constantly by the nightly build system (see Section 2.11.2.4),
which runs the code checking tools described later in Section 2.11.2.5.

2.11.2.3 Code management tool (SCRAM)

The code management tool scram [67] is a configuration management tool, a distribution
system, a build system, and a resource manager that manages local resources and applica-
tions in a transparent way. In addition it provides a common development environment.
scram has been used successfully by the CMS collaboration for several years.
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2.11.2.4 Nightly builds

In order to allow developers to keep pace with each other without investing time in compil-
ing large portions of code, a nightly build system is under deployment. The choice fell on a
tool already successfully used by other LHC experiments [68]. We intend to use this system
also as a quality assurance and checking tool, as it will be integrated with the tools described
in Section 2.11.2.5 and the testing and validation system described in Section 2.11.9.

2.11.2.5 Code analysis tools

When managing a large project such as the CMS Software, code analysis tools are manda-
tory. They ease the detection of circular dependencies, help in controlling the quality of the
code and its adherence to certain rules or standards, and provide static (configuration) and
dynamic (runtime) analysis of the project. The Ignominy suite [69] collects a number of such
tools, and is integrated with the nightly build system to keep constant surveillance of the
consistency of the code base.

2.11.2.6 Issue tracking

An issue tracking system is essential in a large, distributed project. It is a helpful tool for
users, developers and coordinators. For the user, it is a way to communicate to developers
and ask for additions, improvements, and bug fixes. For developers, it is a way to keep pace
in the development cycle. For coordinators, it is useful to see how far the project has gone
and what is missing. The tool of choice for this kind of task is the Savannah portal [70].

2.11.3 External packages

The CMS software relies on a number of external packages. Most of them are used and dis-
tributed by the LCG Application Area project. We plan however to compile and repackage all
the externals in RPM packages to be distributed with the xcmsi system (see Section 2.11.6).
This will guarantee the reproducibility of the distribution package and the installation pro-
cedure. The coherent configuration of the external tools is guaranteed by the configuration
management and build system discussed in Section 2.11.2.3.

2.11.4 Platforms and compilers

Currently, the CMS software supports only one platform. Every effort will be made to
support multiple platforms, the next candidates being the Linux operating system on the
AMD64/IA64 platform and the MacOS operating system. The nightly build machinery will
help in building on several platforms simultaneously.

2.11.5 Releases and release strategy

The CMSSW release strategy is being optimized to allow the developers to easily follow
the fast development track and cope with the tight release schedule [71]. This strategy is
described in detail in [72].
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When in production, we plan to distinguish between development releases and production
releases. The first will be issued every two weeks, and it will be required to pass a reduced
set of testing and validation checks. The latter will be issued in view of production, analysis
or data taking/monitoring needs, and will undergo an extended set of validation checks.

Development and production releases will both be associated with a clear workplan in the
sense that, for every release, we will plan in advance the features that are expected to be
added to the system. The Savannah [70] issue tracking system will help the developer to
focus on the items required for the next release.

2.11.5.1 Development and release cycle

During the normal development cycle, developers take care of the issues assigned to them
in the savannah system. Near the time of a scheduled release, each package administrator
reviews the goals for that release. At that time, package administrators are requested to
publish a tag for the package they are responsible for. The release manager will collect the
tags for a given release and provide a deadline. Tags published after that deadline will
not be considered for the current release. The release manager will use the tag collector
(Section 2.11.5.2) to decide which tags will actually be used for the open release. To ensure
consistency of the code, the nightly build system (Section 2.11.2.4) will periodically compile
and test the latest published tags, therefore preventing problems from arising at a delicate
time such as the build of a release.

2.11.5.2 Tag collector

The tag collector is essentially a web interface to the release management. Package admin-
istrators use it to submit tags for a particular release or for the main development stream
(nightly build). Release coordinators use it to configure the release by choosing the package
versions and checking out a particular version of the code base. We plan to use a modified
version of the Web-SRT system previously adopted by the BaBar experiment [73].

2.11.6 Code distribution

For data analysis and user code development in the CMS collaboration, it is important to
have an efficient procedure to distribute, install, and update the centrally maintained soft-
ware. In our case, the aim is to be able to install the CMS software on systems ranging from
physicists’ notebook computers up to local computing clusters and Grid-enabled clusters.
The solution to this problem is a set of two tools: the first one is RpmGen, a Perl script for
the automated generation of RPM packages3, and the second one is xcmsi[74], a tool writ-
ten in Perl and Perl/Tk, to facilitate the installation, update, and verification of the software
included in the RPM packages.

The basic development, the compilation, and the final testing of the CMS software is done
centrally at CERN. The CMS software installation comprises experiment-specific programs
of the CMS collaboration, common LCG projects[35], and CMS-specific installations of other
external programs. Because of the external components which are usually not installed ev-
erywhere and since the compilation of the whole source code is very time consuming, the
best way is to prepare packages containing readily compiled binaries.

3Named after the RedHat package manager.
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Concerning the generation of RPM packages with RpmGen, two classes of packages are dif-
ferentiated: software projects and tools. Software projects are managed by scram and have
to be registered in a local scram database during the installation. Software projects are split
into three kinds of packages: source code, documentation, and platform-specific binaries.
The tools do not need any special treatment during the installation, their packages usually
contain platform-specific binaries only. All packages are built from the central installation
at CERN and contain all necessary dependency information and pre- and post-installation
scripts, if necessary.

Xcmsi eases the installation of the entire CMS software or selected parts of it on a given
computing resource. It provides a graphical user interface for a user-friendly configuration,
installation, update, and verification of the software as well as command line tools for batch
mode installation, update, and verification. Furthermore the creation and submission of
an installation job via LCG2 is supported. Xcmsi was designed to allow the installation of
the software on different platforms in an arbitrary directory without root privileges. The
configuration file for xcmsi is also used to set the CMS environment for users.

RpmGen/xcmsi has proven to be a reliable and flexible solution to the problem of software
distribution and installation. Up to now, RpmGen was used to build around 1000 RPM
packages for nearly 240 different CMS projects and versions. Xcmsi is frequently and widely
used for around 40 network-based installations of parts of the CMS software per day on
nearly 200 sites in 36 countries.

2.11.7 Documentation

Documentation is essential in any software project. We intend to pursue extensive documen-
tation of the system in the following ways:

• User Manuals.

• Reference Manuals (automatically generated with the doxygen tool). These are
generated from the source code and require the discipline from the developers to
document the code as they are writing it.

• Web pages and “howtos.”

2.11.8 User support and mailing lists

We envisage to provide user support through two main channels:

• Issue tracking system, for bug reports and requests for enhancements.

• Mailing lists, for a more human-like support, as in the case of advice, rationales,
etc.

2.11.9 Software testing and validation

2.11.9.1 Description and general concept

In a large project such as the CMS software system, testing and validation are essential,
indispensable steps in the development cycle. With this in mind, we anticipate that our code
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can be divided into 2 main categories: infrastructural code and physics code. Infrastractural
code is suited for unit testing. Physics code is suited for validation.

A unit test is a method of testing the correctness of a particular module of source code. The
idea is to write test cases for every non-trivial function or method in the module, so that each
test case is separate from the others if possible. In this scenario, a bug is due to the absence of
the test case that checks the correctness of the corresponding code. When a bug is found, the
corresponding test should be added in order to prevent regression and check that the correct
fix was provided. Among the benefits of unit testing are the following [75]:

• Allows painless refactoring and prevents regression. A unit test provides a writ-
ten contract of what a particular code unit will do. Programmers can refactor,
optimize and simplify the code, and test that it still does what it was expected to
do.

• Simplifies integration. Unit testing helps eliminate uncertainty in the pieces them-
selves and can be used in a bottom-up testing style approach. Testing the parts of
a program first and then testing the sum of its parts will make integration testing
easier.

• Simplifies collaboration. Each developer can make sure his changes do not break
the code from another developer by running unit tests.

• Documents the code. Unit testing provides a sort of ”living document” for the
class being tested. Clients wanting to learn how to use the class can look at the
unit tests to determine how to use the class to fit their needs.

Not every portion of code in the CMS software project is suited for unit testing. We can
take the case of a tracking algorithm: there is no single correct answer when reconstructing
a track. The goodness of a tracking algorithm when compared to another can be estimated,
for instance, from their resolution. In this case, we don’t need to test that the functionality of
a code unit is the expected one, but rather we need to check the quality of the result. This is
where validation comes in place: the developer can compare the result of his algorithm with
a reference one, and make sure the resolution is maintained above a certain standard.

Use of unit testing and validation simplifies the release procedure. The release manager can
detect early if a release is consistent by running unit and acceptance tests.

Unit and acceptance testing are an essential component of the Quality Assurance program.

2.11.9.2 Testing framework

It is convenient for developers to write unit tests in a uniform way and have an error report-
ing system. CppUnit [76] is the testing framework of choice for LCG. For every failing test
case, the CppUnit framework reports the line of code where the failure occured and the code
that failed, making it easy to detect problems.

The CMS policy is to have a CppUnit test for every class that deserves one. In particular,
code units related to framework and services should have a unit test. A dedicated build
target allows us to run all the unit tests and inspect their output.
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2.11.9.3 Test coverage

We plan to use test coverage tools to find out which parts of the code are covered by unit
tests. This will also help in assessing some basic performance statistics, such as:

• how often each line of code executes

• what lines of code are actually executed

• how much computing time each section of code uses

For this purpose, we will use the lcov testing suite, which is supported by LCG [77].

2.11.9.4 Physics validation

As mentioned earlier, validation of physics related code requires a different approach. Monte
Carlo simulations which include the detector simulation, digitization, and the physics object
reconstruction are a critical component of physics analysis. The validation of the simula-
tion sofware is therefore essential to guarantee the quality and accuracy of the Monte Carlo
samples. CMS is developing a simulation validation suite consisting of a set of packages as-
sociated with the different subdetector systems: tracker, electromagnetic calorimeter, hadron
calorimeter, and muon detector. The suite also contains packages to verify detector geome-
try parameters and the magnetic field. The simulation validation suite uses the OVAL [78]
software to control the execution of the packages as well as the comparison tests and “dif-
ference” analysis. Each package consists of one or more tests running on single-particle or
collider samples, producing distributions of validation quantities which are checked against
reference values, using either χ2 or Kolmogorov-Smirnov tests. The tests are performed at
different levels or modes, verifying different components from basic objects such as “hits”
to more complex physics quantities such as resolutions and shower profiles, depending on
whether the validation is performed on pre-release, regular release, or production software.
“digis” and reconstructed physics objects such as electrons, photons, muons, and jets will be
incorporated into the validation process in the near future.
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Muon System

3.1 System overview
The 3 types of gaseous detectors used to identify muons and measure their momenta, and
the reasons these detector systems were selected, were described in Chapter 1. In this section,
after a short description of the detector layout, we discuss the changes made since the Muon
TDR [4] and describe the main components of the readout system, giving information on the
data format relevant to the reconstruction task.

3.1.1 Detector layout

The Muon system, hosted in the magnet return yokes of CMS, is divided into a central part
(Barrel Detector, |η| < 1.2) and forward parts (Endcap Detector, |η| < 2.4)(Fig. 1.6). Each
Endcap Detector consists of 4 disks that enclose both ends of the barrel cylinder.

3.1.1.1 Barrel detector

The Barrel Detector (Fig. CP 4) consists of 4 concentric “stations” of 250 chambers inside the
magnet return yoke of CMS, which is in turn divided into 5 wheels. Each wheel is divided
into 12 sectors, each covering a 30◦ azimuthal angle. Wheels are labeled consecutively from
YB−2 for the furthest wheel in −z to YB+2 for the furthest is +z, while sectors are labeled in
order of increasing φ beginning with the sector centered at φ = 0. Sectors 3 and 4 in wheels
YB−1 and YB+1, respectively, host the chimneys for the magnet cryogenic lines: all the
chambers in these sectors are shorter by 40 cm along the beam direction than the chambers
in the other sectors.

The 2 innermost stations, named MB1 and MB2, consist of “sandwiches” made of a DT cham-
ber placed between 2 RPCs. The 2 outermost stations, MB3 and MB4, consist of packages of a
DT chamber coupled to a layer made of 1, 2, or 4 RPCs, depending on the sector and station,
placed on the innermost side of the station.

Each DT chamber in the 3 innermost stations, MB1–MB3, consists of 12 layers of drift tubes
divided into 3 groups of 4 consecutive layers, hereafter called SuperLayers (SL) (Fig. 3.1).
The tubes inside each SL are staggered by half a tube. Two SLs measure the r-φ coordinate
in the bending plane (they have wires parallel to the beam line), and the third SL measures
the z-coordinate running parallel to the beam. A honeycomb structure separates an r-φ SL
from the other 2 SLs. This gives a lever arm length of about 28 cm for the measurement of
the track direction inside each chamber in the bending plane. In the outermost station, MB4,
each DT chamber has only the 2 SLs that measure the r-φ coordinate.

92
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Figure 3.1: The layout of a DT chamber inside a muon barrel station.

In the DT subdetector, an important modification of the basic element of detection, the drift-
tube cell, led to a slightly wider drift cell and a new design of the cathode I-beams that
separate the drift cells, resulting in a mechanically more robust chamber [79]. In addition,
the wire pitch and hence the cell size was increased from 4.0 to 4.2 cm to optimize the elec-
tronic segmentation and acceptance, leading to a reduction in the total number of channels
from 192 000 to 172 000. Analysis of test-beam and cosmic-ray muon data collected on both
prototype and full-size final chambers has shown no degradation of the performance of the
detector in terms of linearity of response, time resolution, noise level, or efficiency of hit
collection [79, 80, 81].

Each RPC detector consists of a double-gap bakelite chamber (Fig. 3.2), operating in avalanche
mode [82]. The gaps have a 2 mm width. Trigger requirements demand that in each station
the strips, which run along the beam direction, be segmented into 2 parts for stations MB1,
MB3, and MB4; in the MB2 station, either the innermost or the outermost layer is segmented
into 3 parts, depending on the position in the wheels and sectors. The strip length is thus
130 cm, except in the MB2 station where it is either 85 cm or 130 cm. There are 480 RPCs in
the Barrel, for a total of 1020 double-gap modules.

Figure 3.2: Schematic view of the RPC double-gap structure. The read-out strips in the Barrel
chambers run along the beam direction.
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3.1.1.2 Endcap detector

There are 468 CSCs in the 2 Muon Endcaps. Each Endcap consists of 4 “stations” of cham-
bers, labeled ME1 to ME4 in order of increasing distance from the collision point, which are
mounted on the disks enclosing the CMS magnet, perpendicular to the beam direction. In
each disk the chambers are divided into 2 concentric rings around the beam axis (3 for ME1
chambers) (Fig. CP 5).

Each CSC (Fig. 3.3) is trapezoidal in shape and consists of 6 gas gaps, each gap having a
plane of radial cathode strips and a plane of anode wires running almost perpendicularly to
the strips. All CSCs, except those in ME1/3, are overlapped in φ to avoid gaps in the muon
acceptance. There are 36 chambers in each ring of a muon station, except for the innermost
(highest η) rings of ME2–ME4 which have 18 chambers. The gas ionization and subsequent
electron avalanche caused by a charged particle traversing each plane of a chamber produces
a charge on the anode wire and an image charge on a group of cathode strips. Thus, each
CSC measures the space coordinates (r, φ, z) in each of the 6 layers.

cathode plane with strips

wire plane (a few wires shown)

7 trapezoidal panels form 6 gas gaps

Figure 3.3: Schematic view of a CSC chamber.

There have been several important changes in the CSC system from the set-up described
in [4]. The 10◦-chambers in the fourth station (ME4/2) have been staged, reducing the to-
tal number of chambers from 540 to 468. The number of wire channels per plane for ME1/2
chambers was increased to 64, while for ME1/3 chambers it was decreased to 32. The ME1/1
chambers, which have split cathode strips, now have 48 strips for the higher-rapidity part
(|η| > 2.1) and 64 strips for the lower-rapidity part. The Anode Local-Charged-Track (ALCT)
trigger boards are placed on the top face of the chambers, while the corresponding Cathode
Local-Charged-Track (CLCT) trigger boards have been combined with the Trigger Moth-
erBoards (TMB) and moved into the peripheral crates placed around the edge of the steel
disks. The higher-rapidity cathode strips of the ME1/1 chambers have been removed from
the muon trigger and ganged together in groups of 3 (every 16th strip is combined) before
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being connected to the cathode front-end electronics. The ME1/1 chambers now also use
exactly the same anode and cathode electronics as the other CSCs.

Like in the Barrel, there are layers of double-gap RPCs in the Endcaps, however, for the
initial low-luminosity run there are RPCs only in the outer rings of each station, while they
are staged in the internal rings. The RPC Endcap system is thus limited to η < 1.6 for the
first period of data taking.

3.1.2 Readout

3.1.2.1 DT chambers

The DT-chamber local trigger and readout electronics reside in a Mini-Crate (MC) mounted
on the side opposite to the HV supply of each chamber, inside one of the “C” profiles sur-
rounding the honeycomb structure shown in Figure 3.1. The MC hosts all the boards dedi-
cated to the first level of trigger electronics: the Bunch and Track Identifier (BTI), the Track
COrrelator (TRACO), and the Trigger Server (TS) devices [83]), and the Readout Boards
(ROB), each equipped with four 32-channel High Performance Time to Digital Converters
(HPTDC) [84]. There are 5 to 7 ROBs in each MC depending on the chamber size (the num-
ber of readout channels per chamber varies from 608 (MB1) to 800 (MB3)).

The data from the ROBs are sent via LVDS signals (using 2 cables per chamber) to a Readout
Server Board (ROS) hosted in VME crates situated on the balcony of CMS. The ROS collects
all data from one sector (up to 3268 TDC channels) and sends them to a Detector Dependent
Unit (DDU), which is the detector front-end to the CMS Data Acquisition System. There are
5 DDUs (one for each Barrel wheel) for the DT system, each one collecting inputs from 12
ROSs. Trigger data are also sent via 2 LVDS cables from the MC Trigger Board to the Sector
Collector Board (SCB) hosted in the same VME crate, which packs the data from 4 chambers
(5 in sectors 4 and 10) and sends them via optical link to the Regional Muon Trigger.

3.1.2.2 CSC

There are 2 data paths for the CSCs: one for the cathode strip data and one for the anode wire
data. The signals from the anode front-end boards (FEB) go to the Anode Local-Charged-
Track (ALCT) trigger board located on the face of each chamber. The ALCT looks for tracks
from the wire hits in the 6 chamber layers that point back toward the vertex. It sends its
results to one of the Trigger Mother Boards (TMB), which sit in 60 peripheral crates located
around the edge of the disks of the magnetic flux return yoke.

The cathode strip pulse heights from the cathode FEBs are sent to the Cathode Local-Charged-
Track (CLCT) trigger logic, which is located on the TMB. In a similar way to the ALCT, the
CLCT looks for tracks in the hit patterns from the 6 cathode strip layers in a chamber. The
TMB tries to match the ALCT and CLCT tracks that were found in a chamber, and sends the
results to a Muon Port Card (MPC). The TMB also passes all the anode and cathode raw data
on to the Data-acquisition MotherBoard (DMB). Both the MPC and DMB are located in the
same peripheral crate as the TMB. The DMB is responsible for initiating all data digitization
and readout, as well as providing slow-control signals to all the front-end electronics. The
DMB buffers the raw data and sends them via optical fibres to a CSC Detector Dependent
Unit (DDU) in USC55. Each DDU collects, combines, and checks the data from 13 DMBs. A
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Data Concentrator Card (DCC) then merges the information from 9 DDU boards and sends
it via 2 S-LINKs [42, 43] to the overall CMS data acquisition system.

3.1.2.3 RPC

Analog RPC signals are discriminated at the Front-End Boards (FEBs) attached to the cham-
bers. They are then sent as LVDS-standard signals through copper cables to the Link Boards
(LB) located on the CMS balconies. One LB receives up to 96 signals from the strips of one
chamber. The Link Board electronics synchronizes the signals to the 40 MHz clock and com-
presses the data (zero suppression). Then the data from up to 3 LBs are multiplexed, con-
verted to optical signals, and transmitted through optical fibers to the Trigger Boards (TB)
located in the CMS counting room. One TB receives up to 18 optical links; signals from
most of the links are split into 2 or 4 TBs. On the TB, the data from the links are deseri-
alized and transmitted by 18 parallel buses to the RPC trigger Pattern Comparator (PAC)
mezzanine boards and the Readout Mezzanine Boards (RMB) [85]. On the RMB, the data are
demultiplexed (selected channels can be masked to avoid duplication of data) and stored in
a FIFO memory, awaiting a trigger signal. The data originating from the bunch crossing of
a trigger are transmitted via optical links to the Data Concentrator Cards (DCC). Three DCC
boards concentrate the optical links from all TBs, each DCC taking data from 36 RMBs. The
Event Merger (EM) on the DCC merges data from 36 channels into one packet, and the Event
Builder (EB) builds events for each trigger, conforming to the Common Data Format (CDF).
The packet is then sent to the DAQ by a Slink64 LVDS interface.

3.1.3 Data formats

For the DT system, at each L1A signal the TDC FIFO buffers containing the measured drift
time for each recorded hit in the drift tube cells, within a programmable time window of the
order of 20-30 bunch crossings, are transferred to the ROS. The drift times are given in TDC
units corresponding to a programmable time resolution (in the test-beam DAQ this value
was set to 25/32 = 0.781 ns). Multiple hits in a cell are efficiently recorded if their time sepa-
ration is larger than a preset value (typically 150 ns). The trigger quality information from the
Sector Collector [7] is included in the DAQ buffer. Complete data from the chamber trigger
system, which are input to the Level-1 DTTrackFinder, are available in the DTTrackFinder
DDU buffer.

The ROS/ROB/TDC numbering is not convenient for direct use in the hit reconstruction. It
is thus transformed in the DAQ Filter Farm into the “digi” format given in Table 3.1. This
is done for each hit in a given chamber, using the mapping stored in the DT Configuration
Database (see Section 3.2.4.1).

Table 3.1: The DT “digi” data format used by the reconstruction software.
name range number of bits
wire 0–95 7
layer 0–3 2

superlayer 0–2 2
TDC data 0–220 20



3.2. Operations 97

The unpacked data from the CSC byte stream are stored as several types of “digi” objects,
which are convenient for passing into the reconstruction software. So far, we have used 2
types, a “strip digi” containing information from the CSC cathode data, and a “wire digi”
containing information from the CSC anode data. There is one strip digi per strip chan-
nel and one wire digi per wire(-group) channel. It is likely we will extend the number to
encompass up to 4 additional types of trigger-related CSC information: from the CSC com-
parator logic, from the Anode LCTs, from the Cathode LCTs, and from the combined An-
ode/Cathode LCTs. A strip digi contains a 7-bit identifier for that particular strip, and the
8 (or 16, depending on the configuration) time samples of the Switched Capacitor Array
(SCA) pulse heights (each with 12-bit precision). The wire digi contains just a 7-bit identifier,
denoting that this wire-group fired. In the current simulation. The strip digi also contains
information from the CSC comparator logic; it is more realistic to split this off into a separate
“comparator digi” and it is intended to do this.

The RPC part of the CDF raw data is unpacked and stored as RPC digis, where the detector
identification, the fired strip number, and the bunch crossing number with respect to the L1A
bunch crossing are packed. Only digis having a bunch crossing index equal to 0 are used for
reconstruction, while the others are useful for detector and electronic debugging purposes.

3.2 Operations
This section gives a general overview of the procedures needed to bring the muon detectors
into operating condition, specifically regarding detector calibration and alignment. In addi-
tion, the main features of the monitoring and database systems needed to control and run
the online/offline reconstruction are reviewed.

3.2.1 Calibration

Two types of calibrations are usually needed for a detector. First, there are calibrations that
provide the values of parameters needed to set up the detector for data taking: determining
hardware thresholds, masks for noisy or dead channels, etc. These types of calibrations are
available to all the muon detectors and were used prior to detector operation during test-
beam activities, in bench tests, and for chamber commissioning. The constants they produce
are either fixed in hardware or stored in the configuration database and are continuously
monitored during data taking. Second, there are calibration data needed to determine the
parameters for optimal offline reconstruction and HLT event processing. These data can
be obtained by analysing special calibration runs or from special analyses of standard data.
Only detectors involved in muon reconstruction (DTs and CSCs) use this kind of data. The
RPC system, used purely for triggering, does not need such calibrations.

3.2.1.1 Barrel muon chambers

The barrel chambers measure drift times and, therefore, need special calibration runs to com-
pute the relative t0 of each wire due to the different signal path lengths to the readout elec-
tronics. The “calibration” command generates a signal on the input to the front-end chip for
4 wires at once, simulating a muon track crossing a Superlayer. These simultaneous signals
generate a trigger in the DT system and cause the start of the local readout. A set of masks
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allows the pulsing of only 4 wires at a time, and a special “sequence advance” command
allows scanning of an entire chamber.

Calibration data will be taken before beam injection in the LHC. These data will provide a
verification of the status of the entire electronics chain. The time needed for the execution of
one calibration cycle is such that it can be issued during the abort gap as a private trigger.
A complete check of the DT electronics can be done every few seconds by working on all
chambers in parallel.

Once each relative t0 is determined, the drift times are synchronized and a global t0 is com-
puted. Figure 3.4a shows the arrival time recorded by the TDC in all the cells of a chamber
Superlayer, as obtained in test-beam data after relative t0 equalization. A similar distribu-
tion can be obtained from a minimum-bias muon sample at the LHC. Figure 3.4b shows an
enlargement of the short-time region; the global t0 is obtained by fitting the derivative of this
distribution (Fig. 3.4c). The maximum of the derivative distribution minus 2σ, where σ is the
Gaussian width, gives the value of the global t0.
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Figure 3.4: Determination of the global t0 from the time derivative of the drift time distribu-
tion.
The same muon sample can be used to determine the drift velocity, which is evaluated from
the mean-time (MT) distribution. The quantity MT = (t1 + 2t2 + t3)/2 for any 3 consecutive
layers is equal to the drift time, Tmax, for one-half of a cell length, independent of the muon
incidence angle. Hence, the drift velocity is the ratio of the average of the MT distribution
(Fig. 3.5) and one-half the wire pitch. Only a few hundred events are needed to compute the
average drift velocity in a chamber to better than 0.2%.
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Figure 3.5: An example of the mean-time distribution for a muon chamber Superlayer.

3.2.1.2 Endcap muon chambers

The Endcap muon detectors are multiwire proportional cathode strip chambers (CSC), which
have the high coordinate precision and fast response time needed for good muon tracking
and effective bunch crossing number identification. The calibration measurements described
here were performed on all CSCs during their testing at the Final Assembly and System
Testing (FAST) sites. The results were stored in a database to serve as a reference for future
calibrations and monitoring.

The signals from the cathode strips are read out by the cathode front-end boards (CFEB),
providing a precise measurement of the azimuthal coordinate of the hit for offline analysis.
For this measurement, we need to know the gain and cross-talk of the cathode ADC channels.

Additional calibration constants are measured that specify the amplifier linearity, as well
as the individual cell offsets (< 1%) of the switched capacitor array (SCA) [86]. Since the
amplifier/shapers are capacitively coupled, the signal baseline values are rate dependent.
Therefore, baseline subtraction is done using the first 2 time bins sampled before the pulse
height rise of each cathode strip signal. Calibration constants are measured using the pre-
cision (< 1%) test-pulse generator on the DAQ motherboard (DMB). A 12-bit DAC on the
DMB sets the amplitude of the test pulse, while the arrival time of the pulse can be delayed
in 6.25 ns steps.

The gain and cross-talk are measured by sending a test pulse of fixed amplitude (Qin =
100 fC) through high precision capacitors, one strip at a time, for each CFEB and CSC layer
(Fig. 3.6). A scan over the test-pulse delays provides an accurate measurement of the output
pulse shape, yielding the gain and cross-talk. A scan over the test-pulse amplitudes allows
a calibration of the slope and intercept of the preamplifier’s output signal versus the DAC
code of the input test pulse and quantifies the non-linearity of the preamplifier response. The
SCA offsets are measured by randomly sampling the quiescent outputs of the amplifiers.

The calibration of the trigger path for the CFEBs consists of measurements of the compara-
tors’ thresholds, noise, and output signal timing. The DMB test pulse is used to find the
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Figure 3.6: Block diagram of the CSC cathode front-end electronics board.

comparator thresholds at 2 test-pulse amplitudes of Qin ≈ 15 fC and ≈ 40 fC. The results
yield the threshold slope, offset, and noise of each comparator. The comparator output tim-
ing is checked by means of a test pulse of fixed amplitude, which is scanned over a time
delay of 15 steps of 6.25 ns each. The resulting comparator time offsets are calculated with
respect to the average value per CFEB.

The operational scenario for the calibration of CFEBs assumes that it will be done with both
spy data and electronic pulsing offline between beam fills. The cathode calibration constants
have been found from previous tests to be quite stable, so the frequency of the calibration
remains to be determined. With a data taking rate of about 27 Mb/pulse and a data flow rate
of 600 Mb/s through 2 Gb fibres to each PC, the calibration is fast. The calibration analysis
will be performed locally on a farm of 18 PCs. The files containing calibration constants for
≈ 200 000 cathode strips are small and in total do not exceed 50–60 MB per run.

The anode front-end electronics [87] (Fig. 3.7) supplies a precise timing measurement from
a hit anode wire group. The thresholds and delays of the anode electronics are controlled
by the anode local charged track (ALCT) boards. To calibrate the anode thresholds, an
amplitude-controlled test pulse from the ALCT’s test-pulse generator is used to fire simulta-
neously all 16 channels of each anode front-end board (AFEB) through their own internal test
capacitors. A set of threshold measurements is done using 2 different test-pulse amplitude
settings, corresponding to input charges of ≈ 30 fC and ≈ 50 fC. The threshold settings are
varied around these 2 input charges to get the threshold turn-on curves. These data are then
used to measure the corresponding threshold settings and the noise, as well as the threshold
slope and offset.

The propagation time for signals from the AFEB to reach the ALCT has a spread among the
front-end boards, and also has variations due to differences in the AFEB–ALCT cable lengths
and the muon flight times. To equalize the arrival times of the anode raw hits at the ALCT
within one CSC chamber, a set of control delay chips is used as input circuits on the ALCT.
The delays in these chips can be set between 0 and 30 ns in 2 ns steps. At each delay setting,
an asynchronous (with respect to the 40 MHz clock) ALCT test pulse is sent to all AFEBs, and
the anode hits are read back by the ALCT. This allows a measurement of the delay slope and
offset for each delay chip and the equalization of all the delay settings. This measurement
is an important first step in the synchronization procedure for all the Endcap muon CSC
chambers.

Data from CSC tests done at FAST sites, ISR, and SX5 show that the anode calibration con-
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Figure 3.7: Circuit block diagram of one anode amplifier-shaper-discriminator channel.

stants are stable. It is reasonable to assume that the anode calibration will be performed at
the same time as the cathode calibration but in separate runs. The volume of calibration data
for the anode front-end is much less than for the cathode electronics. In addition, the anode
calibration constants are defined per board, not per channel. An analysis of the anode cali-
bration data will be done locally on the 18-PC farm. Calibration constants for≈ 10 000 anode
boards occupy a space of ≈ 1 MB per run.

Most of the CSCs have been tested at the default nominal high voltage of 3.6 kV. In one of
the standard FAST site tests, the absolute gas gains were measured with cosmic rays using
the positions of the Landau peak in the cathode strip signal-amplitude distributions. The
voltage offsets (relative to 3.6 kV) for each CSC high voltage segment were found to equalize
the gas gain in all layers of the CSC. A high-voltage scan was done in another test where
ALCT and CLCT cosmic-ray rate plateaus were measured across the entire CSC. It is planned
to calibrate the gas gains and voltage offsets periodically during normal CMS operation to
monitor the stability of the CSCs.

At least one time at CMS start-up we will likely perform a high-voltage scan with cosmic rays
and measure the actual nominal high-voltage settings individually for each high-voltage
segment of each CSC with the working gas mixture and nominal thresholds on the anode
discriminators and cathode comparators. Care should be taken in the analysis to ensure that
selected tracks are going through the scanned segment and have inclinations similar to tracks
that originate in the centre of the CMS detector.

3.2.2 Alignment

There are several potential sources of misalignment in the muon spectrometer, from chamber
construction tolerances to final detector operation conditions, including

• Chamber construction tolerances: these are unavoidable geometrical tolerances in
the production of the chamber parts (e.g., mis-positioning of wires within a layer,
relative shifts in the Superlayer assembly).

• Detector assembly, detector opening and closing, and solenoid effects: assembly
tolerances (per wheel and when closing the detector), and gravitational and mag-
netic field distortions on the return yoke that can lead to static deformations of
the steel support. The overall effect can result in displacements of the chambers
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with respect to their nominal positions of up to a few cm. The reproducibility after
magnet power off/on cycles or detector opening/closure will be in general on the
order of 1 mm.

• During operation: thermal instabilities can cause dynamic misalignments at the
sub-millimetre level.

For optimal performance of the muon spectrometer over the entire momentum range up
to 1 TeV/c, the different muon chambers must be aligned with respect to each other and
to the central tracking system to within 100–500 µm. To control misalignment during com-
missioning and to monitor further displacements during operation, CMS will combine mea-
surements from an optical-mechanical system with the results of algorithms based on muon
tracks crossing the spectrometer.

3.2.2.1 Optical alignment system

The Muon Alignment (MA) system is described in detail in [4]; we give here only a brief
summary of its main characteristics. The basic geometrical segmentation consists of 3 r-z
alignment planes with 60◦ staggering in φ. Within each plane the 3 tracking subdetectors
of CMS (Central Tracker and Barrel and Endcap muon detectors) are linked together. Fig-
ure 3.8a shows a schematic longitudinal view of CMS, with the light paths indicated. This
segmentation is based on the 12-fold geometry of the Barrel muon detector (Fig. 3.8b). Fur-
thermore, the Barrel and Endcap monitoring systems can work in standalone mode, in which
they provide reconstruction of the full geometry of each independent subdetector. The sys-
tem uses 2 types of light sources (LEDs and laser beams), together with precise distance- and
angle-measuring devices. The layout of the optical paths allows the monitoring of each of
the 250 DT chambers (with 3D position measurements at the 4 chamber corners), while only
≈ 23% of selected CSCs (12 chambers per Endcap layer) in the 4 Endcap stations are directly
monitored. The links among the Tracker, Barrel, and Endcap are made at the external Barrel
Wheels (YB±2).

The MA system is designed to provide continuous monitoring of the detector geometry, with
or without collisions in the accelerator. The dynamic range of the system allows it to work at
solenoid magnetic fields between 0 and 4 T. Its goal is to provide independent monitoring of
the CMS tracking detector geometry with respect to an internal light-based reference system.
This will help disentangle geometrical errors from sources of uncertainty present in a track-
based alignment approach; for example, knowledge of the magnetic field, material-budget
description, drift velocity, etc.

A real-size validation of one half of an alignment plane was performed in the I4 ISR hall [88].
It proved the validity of the system with precision close to the nominal one: ≈ 200 µm in rφ
displacement, 400 µm in z displacement, and from 40 to 100 µrad in orientation.

3.2.2.2 Operation and validation

The relative positioning of the different internal mechanical components of a chamber (e.g.,
the wires and layers positioning inside a DT chamber SuperLayer) was measured during
construction to be within the required tolerance (100 µm). At the chamber production sites,
systematic variations on the final assembled chambers were checked with cosmic muon data,
showing good correlation between those measurements and the results of the muon track fit
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Figure 3.8: Schematic of the longitudinal view of CMS showing the optical alignment light
paths (left), and transverse view of the Barrel Muon detector (right). The crossing lines indi-
cate the r-z alignment planes with 60◦ staggering in φ.

in the chamber. For the DT chambers, the displacement of the SuperLayers with respect to
their nominal position is less than a few hundred microns for most chambers [89] and can be
corrected using the optical measurements performed on all the chambers at the ISR storage
area before their insertion in the CMS steel yokes.

The internal chamber geometry is cross-checked at the CERN site using optical and survey
measurements. These measurements are compared with the construction drawings and re-
sults from cosmic data to provide corrections to the design geometry when necessary. The
individual chamber data are stored in a web-accessible DB [90]. An example is shown in
Figure 3.9, with the distribution of the difference between ideal and real x coordinate and
angular orientations (Fig. 3.10) for SuperLayer 3.

After the full detector assembly, photogrammetry measurements will be performed for each
wheel, absorbing installation tolerances plus static (mostly gravitational) steel deformations,
monitoring the different chamber positions and orientations, and providing an initial current
geometry of the whole system. The measurements already made on the complete YB+2
wheel [91] show that, in general, the differences from the ideal positions are within 2–5 mm,
the maximum deviation being about 8 mm. The sectors seem to move in one block so the
displacement should be dominated by the wheel deformation. After detector closure and
solenoid power-on, this geometry is expected to vary significantly in several coordinates and
hence has to be monitored and corrected with the MA system and with cosmic-ray tracks. To
validate the system, the 3 sets of measurements—survey, MA, and Tracks—will be compared
before the solenoid is powered on. MA and tracks will also be compared at the working
conditions of 4 T.

The entire scheme will be validated during the solenoid magnet test, where about 1/3 of
the alignment system will be implemented. Barrel sectors 10 and 11 will be instrumented
with DT chambers and all the corresponding alignment components; likewise one complete
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Endcap (ME+) will be instrumented, which will allow cross-checks of the MA system against
cosmic tracks.

The MA system is designed to take data continuously, completing a full cycle of measure-
ments several times per hour, monitoring any movements on that same time scale, and with
high redundancy for slower structural distortions.
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Figure 3.9: Survey results of the DT Geometry for SuperLayer 3: difference between ideal
and real positions in a) the x coordinate and b) the orientation around the x, c) y, and d) z
axis.

Figure 3.10: DT chamber scheme and coordinate system for survey.
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3.2.2.3 Reconstruction software

The data taken by the MA system will be written into an Oracle database using the CMS
Detector Control System (DCS, see [8]) system. The transferred data will amount to at most
a few MB per second. The alignment reconstruction software, COCOA (CMS Object-oriented
Code for Optical Alignment) [92], will read each set of optical alignment data and reconstruct
the positions and rotations of the muon chambers. To do this, COCOA needs the positions
of the different hardware elements of the MA system, as well as their optical properties and
internal calibrations. The nominal positions of the chambers and of a few large elements
in the system will be read from the same CMS Geometry Database that is used by OSCAR

and ORCA. The internal alignment sensor calibration data will be read from the Alignment
Database, which is part of the CMS Construction Database. With the description of the sys-
tem, COCOA will read a set of MA system data and then make a non-linear least-squares fit
to determine the positions and angles of the muon chambers (together with other unknown
parameters of the system that are used as intermediate steps but that are not needed by the
ORCA software). The uncertainties in the calibrations will also be propagated to obtain the
errors in the chamber positions, as well as the correlation matrix among the different param-
eters. All these results will be written to the Alignment Database. The chamber positions
and orientations will be written to the CMS Geometry Database so that they can be used by
the ORCA software.

3.2.2.4 Track-based alignment

To complement the MA system, tracks from physics-run collisions and from cosmic-ray data
will be used to measure the chamber positions and orientations to a precision similar to
the MA in a totally independent measurement (with independent systematic uncertainties),
which will contribute to the robustness of the system. This process will be performed offline
in a continuous mode, updating the geometry whenever movements significantly larger than
the achieved precisions are observed.

By construction, the various chambers can be considered as rigid bodies within the desired
precision. Any mis-positioning in the construction will be already accounted for by the sur-
vey, optical, cosmic-ray, and beam-test measurements. Hence, the remaining task during
operation is limited to obtaining the 6 degrees of freedom for each of the 790 chambers. Sev-
eral simplifications can be performed in this procedure, but even in the more complex case,
the problem consists of calculating about 5000 parameters and all their correlations. Despite
being large, this is a manageable number given current mathematical and computational
tools.

The alignment of the muon system has some unique features in comparison with the align-
ment of other sub-detectors, for example, that of the CMS tracker. The muon alignment
involves a relatively small number of parameters, but with the different tracking systems
(Tracker-muon or Barrel muon-Endcap muon) being separated by a large amount of material
and with the tracks, which cross the 2 systems, travelling through a nonuniform magnetic
field. Another difference is that once the chambers are assumed as rigid, they provide not
only a spatial point but also a vector direction for the track, which can be used in the align-
ment. Two alternative approaches are foreseen [93] for the muon alignment: an alignment
with respect to the central tracker and a standalone muon-system alignment.

The baseline alignment algorithm takes advantage of the redundancy in CMS for reconstruct-
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ing muons. It uses isolated muons, which are detected both in the central tracker and in the
muon system. Once such a muon is identified, the extrapolation of the tracker-only track to
the muon system is compared with the local reconstruction in each muon station. This al-
lows one to decouple the alignment of each chamber, factorizing the 5000-parameter fit into
790 simpler 6-parameter fits. This simplifies the calculations, avoids numerical problems,
and allows a more direct estimation of the systematic errors. The method only needs to store
the differences between the reconstructed and extrapolated 4-D coordinates, together with
their errors, which can be done during the first-pass reconstruction. After rejecting events
in the tails of the distributions, the 6 degrees of freedom for each chamber can be obtained
from a χ2 fit to the data. Examples of such distributions for a W± sample equivalent to
50 h at L = 1034 cm−2 s−1 are shown in Fig. 3.11. They show the estimator for the displace-
ment in the rφ coordinate for a single MB1 chamber for an ideally aligned detector and for a
hypothetical case when the chamber is rotated with respect to the beam axis by 0.25 mrad.

Mean   -0.001122

RMS    0.7943

 (cm)
0

φ R∆
-4 -3 -2 -1 0 1 2 3 40

500

1000

1500

2000

2500

3000

3500

4000
Mean   -0.001122

RMS    0.7943

Mean   0.09879

RMS    0.7998

Mean   0.09879

RMS    0.7998

Aligned

Misaligned

Residuals for Wheel 0 Mean   -0.0003129

RMS     0.804

 (cm)
1

φ R∆
-4 -3 -2 -1 0 1 2 3 40

500

1000

1500

2000

2500

3000

Mean   -0.0003129

RMS     0.804

Mean   0.1015

RMS    0.8069

Mean   0.1015

RMS    0.8069

Aligned

Misaligned

Residuals for Wheel 1 Mean   -0.0003791

RMS    0.8159

 (cm)
2

φ R∆
-4 -3 -2 -1 0 1 2 3 40

200

400

600

800

1000

1200

1400

1600

1800

2000

Mean   -0.0003791

RMS    0.8159

Mean   0.1015

RMS    0.8205

Mean   0.1015

RMS    0.8205

Aligned

Misaligned

Residuals for Wheel 2

Figure 3.11: rφ estimator in a single MB1 chamber in different wheels for aligned (solid
line) and 0.25 mrad rotated (dashed line) samples of W± equivalent to 50 h of data taking at
L = 1034 cm−2 s−1.

Although in principle a single pass should be enough to obtain a precise solution, this is
only strictly true if the errors are purely Gaussian and the displacements and rotations are
small. At least one additional pass will be needed to reach the desired precision whenever
the detector has moved significantly. Obviously, this procedure relies on a good tracker
alignment, but it has been shown that the results are not significantly degraded when using
the tracker alignment errors expected at the beginning of data taking (the so-called “First
Data Taking Scenario” that will be discussed in Section 6.6.4).

Alternatively, the muon system can be aligned without relying on the central tracker using
tracks reconstructed with the muon system. This procedure will be used if the tracker mis-
alignment is too large to efficiently reconstruct full tracks. The technique will also provide
initial information on the muon system’s internal alignment, without having to wait for the
final tracker alignment. The relative position of the entire muon system with respect to the
tracker can then be calculated at a later stage. In this case, the Blobel approach [94], as used
for the tracker (Section 6.6.5), will be followed.

Besides solving the full problem of 5000 parameters, which provides the best estimation of
the parameters, their errors, and correlations, the problem can also be factorized with good
approximation into several almost independent fits with 20–50 parameters each. These fits
will be used to study the consistency of the results, to obtain an initial estimate of the sys-
tematic errors, and for a more direct comparison with the optical alignment system. One
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such example is shown in Fig. 3.12 for the same W± sample, corresponding to the alignment
of a Barrel Muon sector when all the chambers are displaced alternatively by ±1 mm. The
variables shown correspond to the alignment estimators in each chamber derived from the
simultaneous minimization of track and alignment parameters following the Blobel formu-
lation. These optimal estimators are obtained as linear combinations of the track residuals,
defined as the difference between the hit and fitted (with ideal alignment) track r-φ spatial
coordinates. The coefficients of this combination are defined by the method as a function of
quantities such as the geometry, the field integrals, and the measurement errors. In general
the problem is nonlinear and is solved by iteratively linearizing it. In this particular example,
we show the result after the first iteration. This formulation permits the simultaneous acqui-
sition of the alignment parameters and the corrections to the track’s fit parameters, taking as
input the difference between measured and fitted (with ideal alignment) track parameters.
All of these procedures will be tested in detail during the Cosmic Challenge.

For both methods of alignment, the basic data sample that will be used during physics runs
is from inclusive high-pT single muons. This will be complemented by dimuon samples,
mainly from Z decays, obtaining additional information from the known invariant mass.
Cosmic-ray samples will also be used, particularly during commissioning and before data
taking has begun. The precise muon lower-momentum cut-off used for the alignment de-
pends on a balance between reduction of systematic errors, computing resources, and the
frequency of updating, but under reasonable assumptions it can be set to 40 GeV/c when
running at L = 2 × 1033 cm−2 s−1. This cut-off can be lowered or even removed at start-up,
when significantly lower luminosity is expected but the inclusion of lower momentum tracks
will not significantly improve the results. The large rates expected during physics runs with
this threshold will allow a statistical precision of about 100 µm within a few hours of run-
ning at L = 1034 cm−2 s−1. Even at L = 2 × 1033 cm−2 s−1, the rates are enough to reach
this precision within a few days of running time. However, different systematic errors are
expected to affect this measurement. They are, in general, reduced with an increase in the
momentum cut-off, and hence can be overcome by accumulating more data. The following
systematic errors are for a minimum muon momentum of 40 GeV/c and correspond to initial
estimations based on simulations:

• bias in the alignment estimators due to tails and non-Gaussian behaviour (40 µm)

• uncertainty in the magnetic field outside the tracker volume (200 µm)

• uncertainty in the material budget estimation (100 µm)

The Cosmic Challenge is expected to provide much more precise information on the achiev-
able precision.

3.2.2.5 Using alignment information in reconstruction and HLT

The outcome of the different alignment measurements will be combined and the current
displacements and rotations with respect to the chamber nominal positions will be stored in
the CMS Geometry Database, if significantly different from 0.

These data can be read by the ORCA reconstruction program, which can change the position
of the reconstructed hits when their coordinates are translated from the local reference sys-
tem of the chamber to the global CMS system. Consequently, within the global reconstruc-
tion, hits are placed at their true position with respect to the CMS global reference system.
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Figure 3.12: rφ muon standalone estimator for chambers in different wheels for aligned
(solid line) and ±1 mm displaced (dashed line) samples of W± equivalent to 50 h of data
taking at L = 1034 cm−2 s−1.

This code can also be used to simulate the effect of misalignments in the physics recon-
struction. To do this, hits with alignment constants different from 0 are reconstructed using
samples simulated with an ideal geometry. In this way, misalignment is introduced at the re-
construction level, saving the large amount of CPU time that would be needed to re-simulate
the samples. Similar to what is described for the tracker alignment simulation, 2 default mis-
alignment scenarios [95] have been implemented. These scenarios approximately simulate the
situation expected for the first CMS data taking (First Data Taking Scenario) and when the
nominal precision is asymptotically reached ( Long Term Scenario). Each chamber is moved
and rotated according to the expected precisions in each case (summarized in Table 3.2).
Additionally, a correlated error for the entire muon system, which simulates the tracker-to-
muon relative positioning and orientation, is put into the simulation, using the values also
shown in the table.
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Table 3.2: Alignment precisions used in the 2 misalignment scenarios. Displacements are in
mm and rotations are in mrad.

MB CSC Tracker-Muon
First Data Taking Scenario
Displacement (x-y) 1.0 1.0 1.0
Displacement (z) 1.0 2.0 1.0
Rotations 0.25 0.5 0.2
Long Term Scenario
Displacement (x-y) 0.2 0.2 0.2
Displacement (z) 0.2 0.4 0.2
Rotations 0.05 0.1 0.04

The effect of the misalignments [96] considered in the 2 scenarios is found to be negligible
as far as the muon reconstruction efficiency is concerned, while it might have an important
impact on the momentum resolution (Fig. 3.13).

3.2.3 Monitoring

Online monitoring of the muon system performance requires a coherent suite of tools to
quickly detect hardware malfunctions and to provide clear feedback in the form of alarms or
warnings. With approximately one million readout channels of very diverse natures, this is
a complex task. There are 2 distinct ways of monitoring the system operation.

First, the operational status of various hardware elements can be monitored by accessing
dedicated on-board sensors/registers and using communication channels that bypass the
physics data stream, i.e., via the Detector Control System (DCS, see [8]) and the Fast Merg-
ing Module (FMM, see [97]) paths. Monitoring through DCS deals with high voltage for
muon chambers, low voltage for electronic boards, flow/pressure of chamber gas and cool-
ing water for electronic boards, environmental and radiation sensors, and alignment. FMM
is designed to report critical errors in electronic board operation, such as out-of-synch states,
timeouts, format corruptions, and FIFO overflows. Detection of these errors can be pro-
grammed into on-board FPGAs. DCS and FMM are described elsewhere.

Second, detector operation performance can be evaluated by spying on the actual physics
data flowing through either the DAQ or Trigger paths, and performing data analyses of vary-
ing complexity. Such online data analyses, referred to as Data Quality Monitoring (DQM),
can be subdivided into 4 sub-groups:

1. DAQ-path raw-data analyses: e.g., general data-format integrity; inefficient, dead, and
noisy electronics elements; cross-talk and after-pulsing; delays, gains, and pedestals;
synchronization checks (match of L1A numbers, BX numbers); and current FIFO status.

2. Level-1 Trigger path raw-data analyses: e.g., trigger rates (to be corrected for luminos-
ity and presented in terms of cross sections) and various distributions related to trigger
objects. These analyses are best for identifying Level-1-path electronics problems.

3. Level-1-Trigger simulations based on the DAQ raw data to check that the results match
the Level-1-Trigger data. Note that DAQ data contain trigger primitives sent to the
Level-1 Trigger. These cross-correlation analyses, based on both DAQ and Trigger data,
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Figure 3.13: Effect of the different alignment scenarios on the muon momentum resolution
as a function of η for pT = 100 GeV/c (left) and pT = 1000 GeV/c (right), for standalone
muon reconstruction (top) and global muon reconstruction (bottom).

will allow one to sort out whether any problems seen by the Level-1-Trigger DQM are
related to the trigger hardware (in the case of a mismatch) or to the front-end electronics
(in the case of matching, e.g., a dead trigger sector is aligned with chambers that never
report data).

4. Physics-object-oriented analyses: e.g., multiplicity of reconstructed muons, muon-track
quality, muon momentum and angular distributions, and opposite-sign and same-sign
di-muon mass distributions. These analyses are based on fully reconstructed physics
objects and are likely to involve more than one CMS sub-system. Results of such tests
are hard to relate to particular hardware element problems, but, nevertheless, they can
be viewed as the ultimate judge of whether the overall system performance satisfies
the requirements of physics analyses (e.g., a single dead channel, as seen at the lower
level hardware-oriented DQM analyses, does not necessarily disturb the ability of the
system to reconstruct physics objects).
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The first 2 categories of DQM tests can be performed both on the CMS Event Filter Farm and
by spying on sub-system data via the corresponding sub-system Local DAQs (CSC, DT, and
RPC). The last 2 categories of analyses, requiring fully-built events, can be done only at the
level of the CMS Filter Farm.

The scope and diversity of the front-end electronics of the muon system naturally imply
that the quantitative validation of data that adequately covers the full range of possible fail-
ure modes will require a large number of tests. The total number of histograms to be filled
and analyzed in the muon system is estimated to be 200 000 (about 107 bins). Also, because
the CMS muon system has a large number of channels that are read out only when trig-
ger primitives are present, the average occupancy per channel per recorded event is very
low. Therefore, to produce a meaningful statistical analysis per channel in a reasonable time,
DQM must be able to access and digest data at a substantial rate, currently estimated to be
at least 1 kHz per sub-system. This requires intercepting data right after the Level-1 Trigger.
Events rejected by HLT may be of special value for DQM as well.

The first muon DQM prototypes were exercised in the beam tests of 2004. The current on-
going tests at SX5 (slice test) are also indispensable for developing DQM tools and getting
early experience with possible problems. Many test analyses and corresponding histograms
have been implemented and used to evaluate DQM performance. For example, the EMU
beam tests in 2004 had up to 4-5 chambers in the readout, which is just the right scope—it
is estimated that a typical CMS event will have 2-3 CSCs in the readout. Therefore, we were
able to time the data unpacking and DQM analyses, which gave us a benchmark number of
about 100 events per second per CPU node. This defines the necessary scope of a farm with
about 10 CPUs per sub-system to perform DQM analyses at the desired rate of 1 kHz per sub-
system. Work on developing tools for automatic detection and user-friendly representation
of problems among 200 000 histograms is in progress.

3.2.4 Databases

There are several kinds of muon-system databases created in the CMS database framework:
Detector Geometry Database (DGD), Construction Database, Equipment Management Database
(EMDB), Configuration Database, and Conditions Database [98].

Calibration data, needed for the reconstruction software, are included in the online Con-
ditions Database. They are transferred to the offline database by standard methods (see
Section 2.8) and are accessible to the offline reconstruction as calibration objects.

Oracle database technology is mainly used for muon-system databases, while in addition,
MySQL is used for RPC Construction databases.

3.2.4.1 DT databases

Construction databases exist at each DT production site and are accessible locally. The Cen-
tral Production database can be seen worldwide at the web address [99]. It gives information
on the DT chambers, superlayers, layers, and cells (parameters such as wire position, tension,
noise, efficiency, etc.), and data about production. Information on racks, crates, and cables is
entered into the EMDB by the integration group at the time of installation.

The Configuration Database contains configuration data such as lookup tables, thresholds,
and masks. Lookup tables (LUTs) are needed by the trigger system to compute track pa-
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rameters (radial angle and bending angle). The delay between the bunch-crossing time and
the signal collection, due to time-of-flight and propagation along the anode wires, is needed
for a correct bunch-crossing assignment when triggering. Front-end boards are to be pro-
grammed with the signal thresholds and channel masks. Most of these quantities are not
expected to vary significantly during detector operation, so the total amount of data for all
configuration parameters is foreseen to be quite small (≈ 35 MB).

The DT Conditions/Calibration DB will contain data necessary to perform reconstruction in
offline and HLT analyses, and will monitor the data collected during detector operation.

The hit position of a track inside a DT chamber is reconstructed using the electron drift time
from the track’s crossing point in the cell to the anode wire. So 2 parameters are needed in
the operation:

• an offset time to be subtracted from the TDC response to get the actual drift time,
with a single-cell granularity;

• the electron drift velocity to compute the distance once the time is given, with a
“superlayer” granularity.

These parameters are determined by the methods explained in previous sections, and are
stored in DB tables. The data size is estimated to be about 750 kbytes for the time offsets and
8 kbytes for the drift velocities. In addition to the above “calibration” quantities, information
about the mapping from readout channel to physical drift tube is to be stored and retrieved.

Much other data, not used in reconstruction, will also be read from the DT system and writ-
ten into the database. Data such as temperatures, voltages, and currents are written through
the DCS system (PVSS). Information on the electronics status, including single-card power,
thresholds, clock delays, and error flags will be read from each minicrate every minute. They
will be written into the database with a frequency depending on the data themselves, e.g.,
when errors occur or when values are out of range.

3.2.4.2 CSC databases

Access to the CSC databases is from the web page [100]. The Construction Database contains
information on the production and testing of the Endcap Muon system components: tracking
of electronics boards and chambers, tracking of HV components, information on the produc-
tion of the ALCT and Mezzanine cards, and tests of the AFEB boards. Information on cables,
racks, crates, and installed CSC chambers is included into the EMDB. An interface to retrieve
information on cables and installed CSC chambers is provided.

The Configuration Database contains settings for all the front-end and peripheral crate elec-
tronics boards, FED boards, TTC boards, Track-Finder boards, the XDAQ [39, 40, 41] envi-
ronment, and the local DAQ parameters. All of these parameters are needed to start a run.
The total amount of data is about a few hundred kilobytes. This information must be put
into a tree of relational tables and read by a standard XDAQ application. The table structure
should also maintain the versioning of the configuration settings and their tagging.

The first prototype of the CSC Conditions Database is the Test-Beam Database [101]. It saves
all the parameters characterizing a test-beam run and the configuration parameters for the
run. In some cases, the entire XML files are uploaded, which initially contained the configu-
ration information. This DB is also used as a logging system.
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The CSC Conditions Database contains both information on the electronics performance and
the calibration values needed for reconstruction. In principal, the Endcap Muon system is
designed in such a way that it can successfully work without calibration. The baseline can
be determined from the first time slices of any signal. Channel gains are stable to within
3%, even between different chips (and to 1.2% inside a chip). Cross-talk corrections can be
applied universally for all channels. However, for more precise measurements, the following
calibration constants will be measured and saved in the database: gains (400 kB), cross-talk
(1.6 MB), and probably linearity (2 MB). For refined measurements further parameters can
be saved: pedestals and their RMS values (1.6 MB), and predefined parameters of the signal
shape in time and in space across the strips (done per layer, 70 kB).

There are about 30 tests for checking the electronics performance, corresponding to about 24k
numbers per chamber (50 MB in total). Measurements of the anode thresholds (350 kB) will
go to the Configuration Database for downloading onto the AFEB boards. In addition, there
is the measurement of all the pedestals of the SCA (Switch Capacitor Array, 96 capacitors
per cathode channel, 20 M numbers, 40 MB), which will be performed in the initial period of
detector operation and then only occasionally.

All values from the calibration measurements and performance tests are expected to be stable
and measured rarely. The rate of obtaining the conditions data will be found from experi-
ence.

3.2.4.3 RPC databases

Since the RPC Barrel and Endcap production lines have proceeded in parallel and indepen-
dently, 2 Construction Databases were installed where all the information related to chamber
structure, and quality control and assurance reside. The Barrel RPC Construction Database
has existed since March 1999, and is accessible world-wide from the web page [102]. The
database contains information related to the different steps of production and Quality Con-
trol. It will also contain information related to the commissioning procedures, as they de-
velop. It can create interactive online plots that allow the time dependence of parameters
and their comparison in different periods of time to be shown. The Endcap RPC Construc-
tion Database was developed [103] later. It has a similar capability to create various plots
interactively, reflecting the content of the database.

Information on racks, crates, cables, etc. is being included in the EMDB. Information on
chamber installation will be included during the massive installation. Other important in-
formation (e.g., the electronics chain necessary to generate the first-level trigger signal for
muons, a comprehensive description of the relative hardware (Link, Distribution, and Con-
trol Boards), and relations among the different Components) will also be stored.

The Configuration Database (as well as the Conditions Database and EMDB) is unique for
the Barrel, Endcap, and RPC Trigger groups. It includes all the information related to the
front-end electronics, in particular the location of the FEBs on the chambers (and the location
of the chambers themselves), the thresholds, the relative I2C addresses needed by XDAQ
to perform this operation, and the parameters needed to configure the Link Board chain.
Integration between the Configuration DB and the High Voltage and Low Voltage systems,
which will be handled by PVSS/JCOP, remains to be done. The Configuration Database
will have 3 different operational modes: 1) Off Mode (during shutdown), 2) Standby Mode
(during accelerator filling), and 3) Running Mode (during data acquisition).
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A first set of parameters to be stored in the Conditions Database will be the configuration
settings, for instance, the threshold of the FEBs, and the voltage set on the chambers. In ad-
dition, all parameters characterizing the chamber behaviour will have to be stored. Param-
eters coming from the HV, LV, and gas systems will be handled through the PVSS system.
In particular, the currents and voltages on all the chambers of the system will be read out
every minute and stored, together with the environmental conditions, to give a first glimpse
of the chamber performance. Finally, the gas system and its quality will be constantly mon-
itored, and the relevant information stored. The Conditions DB will therefore be constantly
uploaded with different classes of data related to the different parts of the system being
monitored.

3.3 Detector response

3.3.1 Simulation

The physics response of all CMS subdetectors is simulated with GEANT4, which takes into
account the geometry and material of the detector as a whole and simulates the physics
processes that occur as particles travel through each subdetector. As discussed in detail in
Section 2.5, different models of the particle interactions in matter (“physics lists” in GEANT4)
have been considered in the simulation for the modelling of the hadronic processes. The
output of this stage of the simulation is GEANT “hits” in “sensitive detector material.” For the
case of tracking detectors, like those in the Muon subsystems, each such “SimHit” contains
the entry and exit points of a simulated particle as it traverses a detector gas layer. GEANT is
not used to model the interaction of this primary particle in the gas, but just to estimate its
energy loss as it passes through.

The interaction in the gas itself is considered as part of the next step of the simulation, which
we refer to as detector “digitization.” This involves simulation of the electronic signal pro-
cessing and signal readout performed by hardware either mounted locally (on the detector)
or remotely, and ideally leads to a representation of what real data will look like as they
stream into the DAQ system. The output of this procedure is a set of “digis” that approxi-
mate the raw data expected in reality. In practice, these digis for the muon subsystems con-
tain values representing the essential measurements of the respective detectors rather than a
bit stream approximation of the actual raw data, although it is intended later to extend the
modelling to this level.

Digitization is subdetector specific since it depends on the particular detector technology,
and thus is completely different for the DT, CSC, and RPC components of the CMS Muon
detector system. We summarize below the simulation of the digitization in each muon sub-
system.

3.3.1.1 Digitization of the DTs

A DT digi consists of a TDC time that includes several contributions: the drift time of the
electrons in the gas, the propagation time of the signal along the cell wire, the time-of-flight
of the muon from the interaction point to the wire, and a t0-like offset.

The current digitization in ORCA is based on a parameterization [104] of the cell response
obtained with a GARFIELD [105] simulation; the drift time is parameterized as a function of
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the distance of the SimHit from the wire, the incidence angle of the muon, and the magnetic
field components parallel and orthogonal to the wire. This time is smeared according to a
double-half-Gaussian distribution, where the 2 sigmas are also parameterized [104].

For the case of several SimHits in the same cell, the drift times are computed independently,
but separate digis are created only if the difference in drift times is larger than a configurable
dead time (the default value is 150 ns). Hits from energetic delta rays and any other secon-
daries (e.g., e+e− from pair production) crossing the whole cell are handled the same way
as muons. Soft electrons stopping in the gas or entering and exiting on the same face of the
cell due to bending in the magnetic field cannot be handled by the parameterization and are
currently ignored. Delta rays produced in the gas are also ignored, since they are already
generated by GARFIELD and their effect is included (statistically) in the parameterization.
Preliminary simulation studies using CMSIM/GEANT3 [30, 29] show that these cases account
for less than 4% of the SimHits.

The signal propagation time from the hit to the front-end electronics is computed assuming
a propagation velocity of 0.244 m/ns [81]. The particle’s time-of-flight from the collision
vertex is computed by GEANT and includes a proper offset for out-of-time pile-up. The t0-
like offset represents all the delays due to cables, phases, and readout; in the simulation
there is no need for a different offset for each channel, therefore the default value is 500 ns
for all the cells. Moreover, since in the current implementation the Level-1 trigger emulator
requires digis synchronized by chamber, the time-of-flight of an infinite-momentum particle
travelling from the nominal interaction point to the centre of the chamber is subtracted.

Currently, the effects of cell inefficiency are not included in the parameterization of the cell
response. These are particularly important in the I-beam and wire regions. Furthermore,
in the current implementation there is no simulation of the after-pulses which are due to
photo-electric extraction of electrons from the cathodes and strips in the DT cell.

3.3.1.2 Digitization of the CSCs

The description given here summarizes and updates the content of [106]. In the current
digi implementation for the CSCs, we build independent strip and wire digis, representing
the data measured on the cathode strips and the anode wires (which are grouped into bun-
dles). The strips give a precise measurement (a few hundred µm) of the position of passage
of a charged particle in the global φ coordinate by sampling the induced charge distribu-
tion which spreads over several strips. The wire groups give a coarse radial measurement
(several cm) but a precise time at which the electron charge arrives. The digis are obtained
through a detailed simulation of the CSC gas ionization and collection from each SimHit, and
the electronic processing of the resulting, possibly overlapping, signals. Each CSC contains
6 independent gas layers, each with a layer of strips and a layer of wires on which signals
are collected. The strip signals are measured by a switched capacitor array (SCA) [86], which
works as a continuously refilled buffer of the pulse heights on the strips, sampled every
50 ns.

The ionization of the CSC gas is modelled using an adaptation of GEANT’s thin-layer ap-
proximation for modelling energy loss. Production of secondary delta electrons is included.
The electrons and ions produced are transported to the anode wires and cathode strips using
parameterizations of more complete drift simulations from GEANT. Near the wire, the gas
gain and avalanche fluctuations are modelled, as well as the electron attraction in the gas
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and the anode collection efficiency. The result is a charge collected on an anode wire. The
induced charge on the cathode planes is distributed according to the Gatti parameterization
for signal shapes on the strips in the CSCs [107].

The electronics used to detect the signals on the CSC strips and wires are modelled using
parameterized distributions of the measured amplifier and pulse-shaper responses. The re-
sulting signals are overlapped where necessary, and wires are ganged as in the hardware.
Signal propagation times and delays are modelled.

The wire information is written into the “wire digi.” This information includes the wire-
group label, the time at which the signal on the wire reached 50% of its maximum value
(modelling a constant-fraction discriminator), and the bunch-crossing tag (defined as the
constant-fraction-discriminator time with the expected time-of-flight of an ultra-relativistic
particle travelling from the IP to the centre of the chamber subtracted, normalized by the
bunch spacing, typically 25 ns). Noise is simulated by jittering the threshold of the constant-
fraction discriminator.

The strip signals are given random baseline shifts dependent on the chamber length. Noise
in the SCA is modelled by superimposing noise samples from test-beam pedestal runs, in
order to obtain realistic time correlations. We also apply a 3% Gaussian smearing to account
for variation in amplifier gain, and a 3-ns Gaussian smearing to account for variation in the
shaper peaking time.

Strip-to-strip cross-talk is modelled with a capacitive and a resistive component. The ca-
pacitive component is proportional to the slope of the signal, and the resistive component
is proportional to the signal itself. The constants of proportionality are chosen to obtain
cross-talk signals similar to those seen in test beams. The capacitive coefficient varies from
chamber to chamber in proportion to strip length. The resistive component is set at 2% of the
original signal. The cross-talk is applied in order of decreasing signal size: charge is added to
neighbouring strips and subtracted from the original signal. Wire-to-wire and wire-to-strip
cross-talk are expected to be smaller and are as yet unmodelled.

The CSC information entering the Level-1 Trigger does not require the full precision of the
SCA readout and needs only to localize muon hits within about half a strip width per cham-
ber plane. This is achieved using hardware comparator logic, which is also modelled in the
software. There is one comparator circuit for each pair of strips, so only the comparator out-
put from one strip of each pair, the even-numbered strip, is required to specify the overall
output. For each comparator, every 25 ns we check whether a strip signal is above the com-
parator threshold (8 times the RMS pedestal noise), and whether that signal is larger than
either of its neighbours 50 ns after it exceeds the threshold. If so, the comparator returns a
code (one of 4 integer values) corresponding to the “half-strip” in which the hit is expected
to be, according to whether the left or the right neighbouring strip pulse height was larger.
The comparator is then suppressed from further readout until the strip which triggered it
drops below the comparator threshold.

In the real DAQ, the CSC readout is initiated by the recognition of a Local Charged Track
(LCT) in a chamber, in coincidence with a Level-1 Trigger Accept. This triggers the readout
from the SCA of a group of 16 strips in all 6 layers of the chamber, which gives a 400 ns wide
“snapshot” of the pulse shape in those strips, in 8 time samples, each separated by 50 ns.
In the simulation, we must supply CSC digi information to the trigger simulation package
to allow verification of the trigger algorithms. So instead, we start the CSC readout when a
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comparator fires, since this is in any case the primary input to the Level-1 CSC trigger. Thus,
when a comparator fires, the readout is triggered for a group of 16 strips in that layer. Of
these 16 strips, those strips with actual charge deposition are read out. Noise is simulated
on those empty strips that are neighbours of a strip with a signal and, in order to reduce the
volume of data, the other empty strips are suppressed. If the strip that fires the comparator
is within 2 strips of a boundary of these 16-strip groups, the neighbouring 16 strips are also
read out. Once a group of strips has been read out, these strips cannot be read out again for
200 ns, which is the effective dead-time of the readout electronics. The output from the strips
is written to the “strip digi.” This includes the strip number, the comparator output and its
time, and the 8 SCA pulse-height samples.

3.3.1.3 Digitization of the RPCs

The RPC detector response is simply the digital information on the strips that are fired by
a ionizing particle. The time resolution of about 3 ns allows the RPC performance to be
described just in terms of efficiency and the number of adjacent strips, called the cluster size,
involved in the detection process. The efficiency is assumed to be uniform over the chamber
surface, and the cluster size is determined by a simple exponential shape. The intrinsic noise
of the RPC is also included as a parameter in the simulation.

3.3.2 Simulation and test-beam comparisons

3.3.2.1 DT results

In Figure 3.14 the drift-time distribution for test-beam data is compared with Monte Carlo
simulation. Data were collected with a beam of 300 GeV muons with normal incidence with
respect to the chamber plane. The excess observed in real data for small arrival times is likely
due to soft δ-rays stopping in the volume of the cell, which are not simulated in the current
version of the digitization process. (Only the δ-rays produced in the aluminium plates and
in the material of the chamber structure crossing a cell are fully simulated.) This difference
can be seen in the distribution shown in Figure 3.15 of the quantity Tmax, computed from the
arrival times, Ti, of 3 consecutive layers in a SL using

T 123
max = (T1 + T3)/2 + T2.

If all 3 signals detected in the layers come from a crossing muon (i.e., they are not masked
by the occurrence of a δ-ray), this quantity measures the drift time (approximately 380 ns)
corresponding to one half of the cell size (i.e., 2.1 mm, including the I-beam), independent
of the track position and inclination. As will be shown later, the observed differences have a
negligible impact on the correct simulation of the local-segment reconstruction in a chamber.
More details can be found in [108].

3.3.2.2 CSC results

How well the simulation of the CSCs agrees with reality can only be seen by comparing
results from real operating CSCs with those from the simulation in equivalent situations.
Prototype and actual CSCs for CMS have operated in standalone situations, with and with-
out the final readout electronics, over a period of several years. Cosmic-ray data have been
accumulated, and chambers have operated in a number of test beams.
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Figure 3.14: Drift-time distribution for test-beam data (dots) and from simulation (solid line).
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Figure 3.15: Mean-time distribution for test-beam data (dots) and from simulation (solid
line).

We mention here 4 particular aspects of the CSCs and the overall CMS detector simulation
that were checked in beam tests: the strip pulse shapes sampled by the SCA, the cross-talk be-
tween strips, the induced secondary clusters accompanying a muon, and the punchthrough
(charged hadrons escaping the calorimeters). A detailed description of the studies focusing
on the first 2 aspects can be found in [109], while [110] deals with the hadron punchthrough
analysis.
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The SCA [86] samples the pulses on hit strips every 50 ns. These values are digitized by
12-bit ADCs during the readout of the strips in chamber regions where a Level-1 CSC Local
Charged Track occurs in coincidence with a Level-1 Trigger accept. It is from these values
that the highest-precision measurement of a muon hit in each CSC layer is reconstructed,
based on the height and position of the peak of the pulse. The quality of the simulation can
therefore be examined by comparing the simulated SCA pulse shape with that obtained from
the real CSC hardware in a muon test beam.

Cross-talk between strips can lead to a pulse of several percent of the signal from one strip
appearing on the 2 neighbouring strips. This cross-talk is the combined result of several
effects: strip-to-strip and strip-to-ground capacitances, preamplifier input impedance, and
shaper response. This can deteriorate the position resolution, although in principle it can be
calibrated out of the measurement.

Measurements on a real CSC mounted in the SX5 assembly hall using a pulser gave the strip
response to a delta-function charge input. If these resulting pulse shapes are convoluted
with functions representing the ion drift time and the electron collection time, the resulting
distributions can be compared with pulses arising from test-beam muons in the equivalent
chamber type.

The SCA shape around the maximum can be well fit by a semi-Gaussian function involving
the charge on the strip (Q), the arrival time of the pulse (Ts), and the preamplifier peak-
ing time (4 × T0). The cross-talk between neighbouring strips is taken into account using a
functional form determined from the analysis of data collected while pulsing the chambers.
From these fits, values for T0, Ts, and a cross-talk coefficient, Ct, can be extracted [109]. The
average value of T0 is found to be about the same in all chambers with the same gas gap for
the 3 types of data used: from 150 GeV muons in a test beam, from a pulser, and from the
simulation. The value Ct is about the same for all chambers with the same strip geometry for
the test-beam and pulser data. The value is about 15% lower in the simulated data, which is
not surprising considering the rather simplistic model of cross-talk currently implemented
in the simulation. The Ts value can be subtracted from the time of each SCA time sample
for a given strip in each event, leading to a restored average pulse shape measured with
much finer time resolution than the original 50 ns sampling [109]. Figure 3.16 compares the
restored average pulse shape (6.25 ns binning) from the 3 types of data: the real data are
from a 150 GeV/c muon test beam, and the simulated data from single muons with pT =
100 GeV/c and 1.3 < η < 1.6 (to approximately match the test-beam kinematics.) It can be
seen that the simulated shape agrees well with reality, demonstrating that the full response
of the CSC detectors and electronics is well modelled in the simulation.

Figure 3.17 demonstrates the quality of the modelling of cross-talk in the simulation. We
wish to examine the contribution to the SCA pulse height on a strip which arises purely
from the cross-talk coupling to the signal on a neighbouring strip. These contributions are
extracted from a similar analysis to that described above for the extraction of the restored
SCA pulse shape on a strip, but now corrected to eliminate the electrostatic component of
the induced charge on the neighbours to a primary signal strip. (This permits test-beam and
simulation data to be compared with pulser data in which only the central strip is pulsed.)
From this analysis, the cross-talk signal for strips on either side of a primary signal strip can
be obtained [109]. The figure presents the ratio of the extracted signal on either neighbouring
strip to the sum of the signals on the central strip and its 2 neighbours, as a function of time.
The conclusion is that the cross-talk in the test-beam and pulser data are in close agreement,
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Figure 3.16: Comparison of the SCA-restored pulse shape on strips versus time for test-
beam data in an ME2/2 CSC (closed circles), pulser data (crosses), and simulated data (open
circles).

while the cross-talk in the simulation is within about 20% of the test-beam measurement.
These results will be used to improve the modelling of the cross-talk in the simulation.

An estimation of the calorimeter shower leakage in the ME1/1 region of the CMS detector
was done by analysing experimental data taken during the combined test beam of ME1/1
and HE detectors at the CERN H2 beam facility in 2004 [110]. To study the punchthrough
effect and the accuracy of the CMS detector simulation, 2 experimental configurations were
considered: one with and one without an ECAL module in front of the HCAL module.

In Figure 3.18 the probability of electromagnetic secondaries for muons (knock-on δ-rays,
bremsstrahlung, or pair production) in ME1/1 is compared with a GEANT4-based simulation
of the test-beam setup. In this case, the secondaries are defined as additional separate clusters
(clusters with a distance larger than 2 cm from the muon beam position) in any ME1/1 layer.
One can see that the simulation predicts a distribution close to that measured in the test
beam.

To estimate the punchthrough probability of charged hadrons, test-beam data taken with
various incident pion beam energies were analysed [110], and the fraction of events in which
at least one reconstructed hit was found in ME1/1 was considered. For this study, the corre-
sponding simulation results depend significantly on the GEANT4 physics list used. As shown
in Figures 3.19 and 3.20, with the ECAL module inserted and removed, respectively, the sim-
ulation curves obtained using the LHEP showering model are in good agreement with the
measured data.
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Figure 3.17: The ratio of the SCA-restored pulse height due to cross-talk on a strip to the sum
of the pulse heights on the (neighbouring) signal strip and its 2 immediate neighbours, as a
function of time for test-beam data in an ME2/2 CSC (closed circles), pulser data (crosses),
and simulated data (open circles).

Muon momentum P, GeV
210 310

Muon momentum P, GeV
210 310

   
   

E
M

 s
ec

on
da

ry
 p

ro
ba

bi
lit

y 
in

 M
E

11

0.1

1

Simulation

Data

Figure 3.18: Electromagnetic secondaries probability in ME1/1 vs muon beam energy.
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The combined analysis of both secondaries and punchthrough effects shows that the simu-
lation based on the LHEP physics list should preferably be used for physics simulation.
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Figure 3.19: Punchthrough probability vs. pion beam energy for the EMU+ECAL+HCAL
configuration. Simulations using 4 GEANT4 physics lists are also shown.
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Figure 3.20: Punchthrough probability vs. pion beam energy for the EMU+HCAL configu-
ration. Simulations using 4 GEANT4 physics lists are also shown.

3.3.2.3 RPC Results

Figure 3.21 shows a comparison of the cluster size between RPC data and simulated events.
Data were taken in a cosmic-muon test facility [111] using a chamber operating with a detec-
tion efficiency of 98%. A simulation sample of single-W events decaying into isolated prompt
muons was used for the comparison with the cosmic-muon data. The average cluster size
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parameter in the simulation was set to 1.6 strip units, as extracted from the data. The distri-
bution of the incidence angle of the muons with respect to the chamber surface was similar
in the selected cosmic-muon data and in the simulated sample. The difference seen in the
figure is due to the simple functional form used in the simulation, which is better suited for
an RPC operating at lower voltage.
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Figure 3.21: Cluster size distribution in an RPC. The dots with error bars correspond to
cosmic-muon data; the solid line is obtained from isolated muons in a simulated sample of
W → µν decays.

3.4 Level-1 trigger

3.4.1 Overview of Level-1 muon trigger algorithms

The purpose of the Level-1 muon trigger of the CMS experiment is to identify muons, assign
them to a particular beam crossing, and determine their transverse momenta and location.
The compilation of this information and the information from the Level-1 calorimeter trig-
ger (discussed in Sections 4.2 and 5.2.2) is used to decide whether to keep the data from a
particular beam crossing for further processing.

The Level-1 muon trigger is based on custom electronics and is organized into subsystems
representing the 3 different muon detectors: the DT trigger in the barrel, the CSC trigger in
the endcap and the RPC trigger covering both barrel and endcap. The Level-1 muon trigger
also has the Global Muon Trigger (GMT) that combines the trigger information from the DT,
CSC, and RPC muon subsystems, as well as from the calorimeter subsystem, and sends it to
the Level-1 Global Trigger.

Each of the Level-1 muon trigger subsystems has its own trigger logic. The DT and CSC
electronics first process the information from each chamber locally, delivering 1 vector (po-
sition, direction, bunch crossing, and quality) per muon per station. Such vectors produced
by local triggers are often referred to as trigger primitives. Trigger primitives from different
stations are collected by the Track Finders (TF), which build them into tracks and assign a
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transverse momentum value to each. Therefore, the TF plays the role of a regional trigger.
The DT and CSC Track Finders exchange track segment information in the pseudorapidity
region where these systems overlap. Up to 4 best (highest pT and quality) muon candidates
from each subsystem are selected and sent to the GMT.

In the case of the RPC, there is no local processing apart from synchronization and cluster
reduction. Hits from all stations are collected by the Pattern Comparator Trigger logic. If they
are aligned along a possible muon track, a candidate is formed and a pT value is assigned.
Found muon candidates are ranked based on their quality and pT; up to 4 best candidates
from the barrel and 4 from the endcaps are sent to the GMT.

The Global Muon Trigger attempts to correlate the DT and CSC muon candidates with the
RPC candidates. Bits delivered by the calorimeter trigger are used to determine if these
muons are isolated. The final ensemble of muons is sorted based on their quality, correlation,
and pT, and the 4 best muons are then transmitted to the Global Trigger. Finally, transverse
momentum thresholds are applied by the Global Trigger for all trigger conditions.

A detailed description of the CMS Level-1 muon trigger can be found elsewhere [7, 8]. In the
following, we give only a brief overview, mentioning in more detail recent changes in the
algorithm and updating estimates of its performance.

3.4.2 DT trigger

The DT front-end trigger electronics, called the Bunch and Track Identifier (BTI), forms track
segments from coincidences of at least 3 aligned hits in 4 layers of 1 drift tube Superlayer. The
BTI also performs the bunch-crossing assignment for every found segment. The positions
and directions of the segments are sent to the Track Correlator (TRACO), which attempts to
combine the segments from 2 Superlayers and produce a φ coordinate. The Trigger Server
selects, in each chamber and at every bunch crossing, 2 segments with the highest quality
and the smallest angular distances with respect to the radial direction to the vertex (i.e., with
the highest pT), and transmits them to the Sector Collector, where the trigger information is
coded and sent via optical links to the DT Track Finder (DTTF).

The DTTF system is divided into sectors, each of them covering 30◦ in φ angle. Each Sector
Processor is in turn logically divided into 3 functional units: the Extrapolator Unit, the Track
Assembler, and the Assignment Unit. The Extrapolator Unit tries to match pairs of track seg-
ments from distinct stations, using the spatial coordinate φ and the direction of the segments.
The 2 best-matched segments per each source segment are forwarded to the Track Assem-
bler, which attempts to find the 2 tracks in a sector with the highest rank, i.e., exhibiting the
highest number of matching track segments and the highest extrapolation quality. Once the
track segment data are available to the Assignment Unit, memory-based look-up tables are
used to determine the transverse momentum of the candidate track, its φ and η coordinates,
and the track quality. Finally, the Wedge and Barrel Sorters apply cancellation schemes to
reduce the number of tracks found in neighbouring sectors and wedges, and forward the 4
highest-pT tracks to the GMT.

3.4.3 CSC trigger

The CSC local trigger uses the 6-layer redundancy of the CSCs to measure precisely the φ
coordinate and to find the correct bunch crossing for a track. Muon segments, also known
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as Local Charged Tracks (LCT), are found separately in the nearly orthogonal cathode and
anode projections by somewhat different algorithms and by different electronics boards; the
cathode electronics design is optimized to measure the φ value and the direction with high
precision, while the anode electronics design is optimized to determine the muon bunch
crossing and the η value. Up to 2 cathode and 2 anode LCTs can be found in each chamber
during any bunch crossing. The 2 projections are then combined into three-dimensional LCTs
by a timing coincidence in the Trigger MotherBoard (TMB). The Muon Port Card receives the
LCTs from all of the TMB cards in one 60◦ azimuthal sector of 1 endcap muon station, selects
the 3 best LCTs, and sends them over optical fibre links to the CSC Track Finder (CSCTF).

Each CSCTF unit finds muon tracks in a 60◦ sector. A single extrapolation unit forms the
core of the CSCTF logic. It takes the three-dimensional spatial information from 2 LCTs in
different stations, and tests if those 2 segments are compatible with a muon originating from
the nominal collision vertex with a curvature consistent with the bending in the magnetic
field in that region. Each Sector Processor can find up to 3 muon candidates and measure
their parameters using look-up tables. The Muon-Sorter module selects the 4 best muon
candidates in the entire CSC system, and sends them to the Global Muon Trigger.

An important change in the CSC trigger logic was the extension of the pseudorapidity cov-
erage of the dimuon trigger from |η| < 2.1 to |η| < 2.4. Since the electronics of the CSC
chambers covering the |η| region from 2.1 to 2.4 in the first muon station was descoped (see
Section 3.1), muon tracks in this pseudorapidity region can only be reconstructed from seg-
ments in the other 3 stations and, because of the reduced magnetic field in these stations,
with poor pT resolution. Detailed studies showed, however, that improvements in the Sector
Processor firmware allow one to use these low-quality tracks in the dimuon trigger with-
out increasing the rate of fake dimuons. This extension of the η coverage of the Level-1
dimuon trigger resulted in a higher trigger efficiency for a number of interesting physics
channels [112].

3.4.4 RPC trigger

The RPC Pattern Comparator Trigger (PACT) is based on the spatial and time coincidence of
hits in the RPC muon stations. The PACT electronics performs 2 functions: it requires a time
coincidence of hits in patterns along a certain road and assigns a pT value. The time coinci-
dence gives the bunch-crossing assignment for a candidate track formed by a pattern of hits
that matches with 1 of many pre-defined patterns obtained from simulation. The patterns are
divided into classes with a pT value assigned to each of them. PACT is a threshold trigger:
it gives a momentum code if an actual hit pattern is straighter than any of the pre-defined
patterns with a lower momentum code.

The PACT muon candidates are then filtered through the ghost-cancellation logic and sorted
according to their quality and pT; up to 8 best muon candidates (4 from the barrel and 4 from
the endcaps) are sent to the GMT.

3.4.5 Global Muon Trigger

The GMT receives the best 4 barrel DT and the best 4 endcap CSC muon candidates and
combines them with the best 4+4 candidates sent by the RPC. It performs a matching based
on the proximity of the candidates in (η, φ) space. If 2 muons are matched, their parameters
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are combined to give optimum precision. If a muon candidate cannot be confirmed by the
complementary system, quality criteria are applied to decide whether to forward it or not.
The GMT also contains logic to cancel ghost tracks that arise when a single muon is found by
more than 1 muon system and is not otherwise matched, such as at the boundary between
the DT and CSC muon systems.

The selected muon candidates are ranked based on their detector type, pT, quality, and η. The
GMT also extrapolates the muon tracks back to the calorimeter trigger towers and appends
the corresponding ISO (isolation) and MIP (compatibility with a minimum ionizing particle
in ∆η×∆φ = 0.35×0.35 regions) bits to the track data consisting of pT, sign of the charge, η,
φ, and quality. The 4 best muon candidates in the entire CMS detector are sent to the Global
Trigger.

3.4.6 Test beam results and trigger emulator

Numerous tests of the trigger electronics prototypes, performed prior to 2002 in preparation
for their mass production, are described in [7], [113], and [114], and the references therein.
In recent years, the performance of the production on-chamber electronics and near-final
prototypes of the off-chamber electronics were tested in CERN test beams with a 25 ns bunch
structure similar to that of the LHC. The results obtained [83] further validated the trigger
design and showed that the trigger system meets all requirements.

One important goal of the tests was the validation of various parts of the Level-1 muon
trigger emulator. This emulator was developed as a tool to be used in the framework of the
official CMS reconstruction package, ORCA [28]. The emulator must exactly reproduce the
workings of all the trigger electronics boards and their firmware, including all the features
and algorithms of the trigger subsystems outlined in the previous sections. In many cases, a
bit-by-bit comparison between the output trigger data and the response of the emulator of a
given board to the input trigger bits was performed, with the emulator response found to be
in perfect agreement with the data.

Several examples of the results obtained in the 25 ns-structured test beams in 2003 are given
below. Figure 3.22 [83] shows the efficiency to reconstruct a DT trigger track segment and
to assign it to the correct bunch crossing as a function of the track angle; the test-beam mea-
surements (dark circles) are compared with the predictions of the detector simulation and
trigger emulator (open circles). The agreement is better than 0.1% at angles of incidence less
than 25◦; the efficiency drop at the largest angle is not a problem since it corresponds to very
low-pT muons.

Figure 3.23 shows typical distributions of the difference in the muon arrival time (in 25 ns
clock ticks) between the anode trigger circuitry of the CSCs and the timing from the scintil-
lator hodoscope. As one can see, the efficiency to identify the correct bunch crossing for a
muon segment in the CSCs approaches 99%. The predictions of the emulator agree with the
measurements to better than 0.1%.

The analysis of the test-beam data is still in progress. More results are expected to be pub-
lished soon, and more refined versions of the muon trigger emulator will become available.
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Figure 3.22: Bunch-crossing efficiency of the DT local trigger as a function of the angle of
incidence [83]. The efficiency measured in the test-beam data (dark circles) is compared with
that computed by the trigger emulator (open circles).

3.4.7 Muon trigger performance and trigger rates

The Level-1 muon trigger emulator discussed in the previous section has been used to eval-
uate the performance of the muon trigger in CMS and to estimate the expected single-muon
and dimuon trigger rates.

Figure 3.24 shows the efficiency to identify single muons in various Level-1 muon trigger
subsystems as a function of the muon pseudorapidity. The muons were generated flat in the
intervals 5 < pT < 100 GeV/c and |η| < 2.4. The average identification efficiency of the
Global Muon Trigger is 98.3%; the losses of efficiency in some |η| regions are due to the gaps
between the muon chambers. The corresponding probability to reconstruct extra fake muons
(“ghosts”) is 0.3%. More results on the performance of the Level-1 muon trigger, notably the
“turn-on” curves and the pT resolutions, are reported in [8] and [7]. (These and other results
were used to tune the parameterizations of the Level-1 muon trigger in the fast simulation
of CMS, FAMOS, discussed in Section 2.6.4.)

The Level-1 single-muon and dimuon trigger rates for low luminosity as a function of the pT

threshold are shown in Figure 3.25; also shown are the generated rates. As can be seen from
the single-muon rate plot, a large increase in the trigger rates would occur if the RPC system
or the combined DT/CSC system operated in a standalone mode, without the optimization
of the GMT. The dimuon rate plot shows 2 main contributions to the total dimuon rate: 2
muons produced in the same pp interaction, and 2 muons from different pp interactions in
the same bunch crossing; at low lumunosity, the former dominates at all pT values. All
rates were calculated according to the first of the 2 methods described in [115], whereby
the effect of pile-up is taken into account analytically. We have checked that the expected
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Figure 3.23: Difference in the muon arrival time (in 25 ns clock ticks) between the anode
trigger circuitry and the timing from the scintillator hodoscope for 2 CSCs in a typical run at
the X5 test beam at CERN in 2003 (points with error bars) and for the trigger emulator using
the anode raw hits recorded in this run (histogram).
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Figure 3.24: Efficiency for identifying single muons (before applying pT and quality selection
criteria) as a function of the muon pseudorapidity for the Global Muon Trigger (solid line)
and for the DT, CSC, and RPC trigger subsystems (shown in dash-dotted, dotted, and dashed
lines, respectively).
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rates do not change significantly when the effect of the misalignment of the muon chambers
(simulated with the help of the misalignment scenarios described in Section 3.2.2) is taken
into account [96].
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Figure 3.25: Level-1 trigger rate at L = 2 × 1033 cm−2 s−1 as a function of pT threshold
for a) single-muon trigger and b) dimuon trigger, at the generator level (histogram) and
from the Global Muon Trigger (dark circles with error bars). The single-muon rate plot also
shows the trigger rates that would occur if the RPC system or the combined DT/CSC system
operated standalone (crosses and open circles). The dimuon rate plot shows separately the
contributions from the same (squares) and different (triangles) pp collisions.

Figure 3.26 shows contours of equal total rate (in kHz) from the Level-1 single-muon and
dimuon triggers, in the plane of the applied pT thresholds, for low and high luminosity; the
threshold for the dimuon trigger applies to both muons. Assuming the allocation of Level-
1 triggers proposed in [8], a bandwidth of about 4 kHz is available for muon triggers at
low luminosity, and of about 8 kHz at high luminosity. In [8], the operating thresholds were
chosen to be 14 GeV/c and 3 GeV/c for the single muon and dimuon triggers, respectively, at
low luminosity, and 20 GeV/c and 5 GeV/c at high luminosity. This choice remains adequate
to this day, corresponding to a total muon trigger rate of 4.9± 0.2 kHz at low luminosity, and
of 6.6 ± 0.6 kHz at high luminosity, where the uncertainties are statistical only.

Excellent trigger performance and low operating pT thresholds ensure high efficiency for
many physics channels involving muons. For example, at L = 2 × 1033 cm−2 s−1, the com-
bined efficiency of single-muon and dimuon Level-1 triggers for the Standard Model Higgs
boson with a mass of 120 GeV/c2 and decaying via the channel H →WW (∗) → µµνν is 97.6
± 0.4 (stat.)%; the corresponding efficiency for H(115 GeV/c2) → ZZ(∗) → 4µ is 100%. The
trigger efficiencies for these channels remain high at L = 1034 cm−2 s−1, 91.3 ± 0.7 (stat.)%
for H(120 GeV/c2) → µµνν and 99.6 ± 0.1 (stat.)% for H(115 GeV/c2) → 4µ. For both chan-
nels, the efficiencies increase slightly with the Higgs boson mass, and remain practically
unchanged when the effect of the misalignment of the muon chambers is taken into account.
The trigger efficiency stays high up to very large values of muon transverse momentum; for
example, the efficiency expected for dimuon decays of a new heavy resonance, such as a Z′

or graviton, with a mass of 3 TeV/c2 is about 99%. All the efficiencies listed here were cal-
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Figure 3.26: Contours of equal rate (in kHz) in the plane of pT thresholds for Level-1 single-
muon and dimuon triggers at (a) L = 2× 1033 cm−2 s−1 and (b) L = 1034 cm−2 s−1.

culated relative to the number of events with all final-state muons (2 or 4, depending on the
channel) inside the full acceptance of the muon system, |η| < 2.4.

The lowest possible pT thresholds and large acceptance of the muon triggers are crucial for
the detection of heavy quarkonia resonances, which are an important tool to study the hot,
dense matter produced in heavy ion collisions. The detectable muons from the decays of J/ψ
and Υ produced in these interactions are expected to be at relatively high pseudorapidity. For
instance, the simulation predicts that almost 40% of the J/ψ decaying into 2 muons capable
of reaching the muon detectors will give at least 1 muon at |η| > 2.1. With the extension of the
η coverage of the CSC dimuon trigger described above, the Level-1 trigger logic foreseen for
pp collisions is also suitable for heavy ion interactions. Lower pT thresholds will be used for
a number of ion species; e.g., the default Level-1 trigger configuration for Pb-Pb collisions
at the luminosity L = 1027 cm−2 s−1 is expected to include the single muon trigger with
the minimal pT thresholds (ranging from about 3.5–4 GeV in the barrel to 1.5–2 GeV in the
endcap) [7].

In addition to the single-muon and dimuon triggers, muons reconstructed by the GMT are
used in a number of cross-channel triggers; these triggers are discussed in Vol. 2 of this
report.

3.5 Detector Level Reconstruction

3.5.1 Position reconstruction and track-segment reconstruction in the barrel
drift tubes

3.5.1.1 Input to the local reconstruction

The information stored in a DT digi is a TDC measurement. In order to extract the drift time,
a synchronization procedure is needed. In fact, the raw time also contains contributions from
the time-of-flight of the muon from the interaction point to the cell, from the propagation
time of the signal along the wire, and an offset due to the electronics and cables. In the
simulated data, various delays are added to the drift time during digitization in order to
fake the real case. (See Section 3.3.1.1 for details).
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The synchronization procedure for data is described in Section 3.2.1.1. Further corrections for
the TOF and the signal propagation along the wire with respect to the average values, com-
puted calculating the t0 offset with the SL granularity, can be applied during reconstruction,
as soon as information about the hit position within the cell volume is available.

3.5.1.2 Reconstruction of hit positions within the cell

The primary objects that result from the DT local reconstruction are points in the cell vol-
ume: their distances with respect to the wire are computed by converting drift times to drift
distances.

Two reconstruction algorithms are currently available in ORCA, one that uses a constant drift
velocity over the entire cell, and another, used as default, that is based on a time-to-distance
parameterization obtained using a GARFIELD [105] simulation of the cell behaviour.

This parameterization is based on the same GARFIELD simulation of the drift cell that is used
in the digitization step (Section 3.3.1.1). The measured coordinate xdrift is computed using a
function of the drift time; B‖ and B⊥, the components of the B field parallel and perpendic-
ular, respectively, to the wire in the radial direction; and α, the incidence angle with respect
to the normal direction to the chamber:

xdrift = xdrift(tdrift, B‖, B⊥, α) . (3.1)

The component of the magnetic field parallel to the drift lines can be neglected since it has
no measurable effect on the drift time.

Since B‖, B⊥, and α are not known at the level of the individual hit, a 3-step reconstruction
procedure is implemented. The first step assumes a crude estimate of the impact angle and
the hit position along the wire. The hit is then updated twice: after it has been used to build
a 2D r-φ or r-z segment (second step) and after it has been used in the 3D segment fit.

By default, the errors on the reconstructed hit positions are obtained from a Gaussian fit
of the residual distributions (the difference between simulated and reconstructed distances
from the wire).

The reconstruction algorithm, which uses a constant drift velocity to compute the hit dis-
tance from the wire using a constant drift velocity, neglects any dependency on the magnetic
field or the track angle. It is possible to use different drift velocities for different channels
(with the desired granularity) estimating them with the calibration procedures described in
Section 3.2.1.1.

3.5.1.3 Segment reconstruction

The segment reconstruction works on the r-φ and r-z projections independently: only at
the end of the procedure are the 2 projections combined and a three-dimensional segment is
built. The reconstruction in each projection is an exercise in pattern recognition and linear
fitting, with the complication of left-right ambiguity. The reconstruction is performed in 3
steps:

• a segment candidate is built from a set of aligned hits;

• the best segments among those sharing hits are selected, solving conflicts and
suppressing ghosts
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• the hit reconstruction is then updated using the information from the segment and
the segments themselves are eventually refitted.

The first step begins by selecting 2 hits in different layers, starting from the most separated.
Both hypotheses, left and right, are considered. The pair is kept if the angle of this proto-
segment is compatible with a track pointing to the nominal interaction point. For each pair,
additional compatible hits are searched for in all layers. It is possible that the left and right
hypotheses are both compatible with the segment. In this case, the ambiguity is solved later.
At this stage, a linear fit is performed using the hit positions and errors for each collection
of hits. The segment with the maximum number of hits and the minimum χ2 is retained;
all the others are rejected. Finally, a quality criterion is applied, requiring the number of hits
≥ 3 and the χ2/ndf < 20. The same algorithm is applied for a single superlayer r-z or, in the
case of the r-φ projection, for 2 SLs, considering all 8 layers together. In all cases, a protection
against the detector being too noisy is applied, so the reconstruction is not attempted if the
number of hits is greater than a predefined number.

The pattern recognition described above produces a set of segment candidates. A consistency
check is performed in order to test whether 2 segments share the same hit. Conflicts are
solved on the basis of the number of hits and the χ2 of the segment.

The hits from the leftover candidates are updated, taking into account the incidence angle as
reconstructed by the segment. The segment linear fit is then redone using the updated hits.

Up to this point, the r-φ and r-z projections are treated independently. As the 2 projections
are orthogonal, a segment in 1 projection cannot be used to validate or invalidate a segment
in the other. By construction, all combinations of segments from the 2 projections are kept. In
practice, more than 1 segment is found for either projection in a given chamber in less than
1% of the cases.

Knowledge of the position along the wire, as well as the angle with respect to the drift cell,
are provided to the hit reconstruction algorithm before combining the 2 projections perform-
ing the final fit of the segment. The result is a segment with parameters in space, suitable for
use in the global reconstruction.

3.5.1.4 Performance

The plots in Figure 3.27 show the resolution on the reconstructed hit distance from the wire
in the DT cells of r-φ superlayers. They have been obtained comparing the simulated hits
with the results of the 3-step reconstruction procedure based on the time-to-distance param-
eterization for muons generated with a flat pT spectrum in the range 5-100 GeV/c. The long
tail in the negative values is due to the contribution of secondaries. Combining the hits of
r-φ SLs in a 2D segment the achieved resolution on the position is about 70 µm while the
resolution of the direction is about 2 mrad.

3.5.2 Clusterization and track-segment reconstruction in the endcap cathode
strip chambers

3.5.2.1 Input to the local reconstruction

The inputs to the local reconstruction are the detected signals from the cathode strips and
anode wires. The information about these signals are contained in the strip and wire digis,
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Figure 3.27: Residuals between the reconstructed and the simulated hit distances from the
wire. The 3 plots refer to the first (left) second (center) and third (right) reconstruction steps
of the drift time parameterization in superlayers r-φ.

respectively. In the simulation software, the digis are the output of the preceding simulation
of the electronics response of the detector to the passage of generated particles. In the real
world, the digis will be derived from the actual DAQ output stream.

The charge distribution due to the passage of a single charged particle through a chamber
layer is typically distributed over 3 to 5 strips, with a shape described by the “Gatti” pa-
rameterization [107]. This charge distribution is reconstructed from the strip-charge samples
measured by the SCA, and the position at which a muon passed through the chamber is
identified with the position of the peak of the Gatti distribution.

3.5.2.2 Local reconstruction

The basic procedures for local reconstruction in the endcap muon CSCs have already been
described in section 8 of an earlier CMS Note [116], and expanded in another [117].

The simple approach is to obtain the pulse height in each strip from the SCA information (in
a strip digi), and then to cluster neighbouring strips to determine the probable position of
incidence of the incident muon.

Each of the 6 layers of a chamber is considered independently. A two-dimensional “RecHit”
is created at each intersection of a 3-strip cluster and a wire group. At a later stage of local
reconstruction, the RecHits in the 6 layers of a chamber are fit to form a “track segment” for
use in the first stage of the muon track reconstruction.

3.5.2.2.1 Finding the pulse height on a strip We determine the pulse height on each
strip from the SCA information. We find the peak of the distribution in time of the 8 samples
stored by the SCA, 50 ns apart. Simply selecting the largest of the 8 samples is as satisfactory
as attempting a fit over several time bins, since doing likewise with neighbouring strips,
sampled at the same time, will give a good representation of the charge distribution across
the strips. We use the average of the pulse heights from the first 2 time samples (before
the pulse has developed) to correct for baseline shifts by subtracting this average from the
maximum pulse height. The estimated error on this pulse height is obtained by adding
in quadrature a 3% calibration uncertainty and the expected noise. The noise on a strip
channel is dominated by the electronics noise of the input preamplifier. Therefore low-noise
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amplifiers have been used, and the simulated noise is equivalent to about 1.5% of the pulse
height at the Landau peak.

3.5.2.2.2 Fitting clusters of strips To obtain optimal position resolution from the strip
measurements, we fit a Gatti distribution to the pulse heights on 3 neighbouring strips. We
loop over all strips with a signal (strip digi), starting with the strip with the highest charge.
The pulse height on each strip is corrected by a small amount to compensate for the expected
cross-talk between channels. We find the local y coordinate of the intersection of each strip
with each fired wire group (wire digi). We restrict the association to those strip and wire
digis which occur within 2 bunch crossings of each other. The starting value for the fit to the
Gatti distribution is the charge centroid; if the fit fails or has a poor χ2, we take the centroid
as the position.

3.5.2.2.3 The two-dimensional RecHit We build the CSC two-dimensional RecHit from
the local x and y values, calculating their uncertainties from the wire measurement resolu-
tion (w/

√
12, where w is the width of the wire group) and the error on the strip position from

the fit.

3.5.2.3 Segments reconstruction

The final stage of the local reconstruction in the CSCs is to build track segments within each
CSC from the RecHits reconstructed in each of the 6 layers. The algorithm starts with the
first and last RecHit in a chamber (the hit with the most negative local x in layer 1 and the
hit with the most positive local x in layer 6) and constructs a straight line between them. The
starting and ending points are required to have an r-φ separation of at most 1 cm. Then
for each intermediate layer, we successively attempt to add 1 hit and update the linear fit
accordingly. Only hits reasonably close (within 2.5 mm in r-φ) to the line are considered,
and the χ2/d.o.f. of the updated fit must be reasonable. The hit giving the best fit from all
compatible hits on a layer is kept. A track segment is defined only if there are at least 4 hits
on such a line. The associated hits are then flagged as ‘used’, and the procedure is iterated
starting with another pair of unused hits for the end points of a line. The fit is performed
simultaneously in the local z projections for x and y. If no segment is built using the default
hit-association windows, a second pass is allowed in which the windows are broadened.

There has been as yet little investigation of possible biases introduced by this algorithm. For
example, it is conceivable that a bias toward low-pT tracks might arise from the choice of
starting and ending points. However, studies using a version of the algorithm in which all
possible combinations of starting and ending hits are tried, the resulting segments sorted
in order of decreasing quality (χ2/d.o.f.), and segments successively selected so that no hits
are shared on the final segments, show that such biases do not seem to be significant. The
increased combinatorics of this procedure, however, quickly render it much slower than the
original one in the presence of many hits in the same chamber.

3.5.2.4 Performance

Figures 3.28 and 3.29 [117] show the r-φ residuals on the azimuthal position, for various
subsets of chambers, obtained comparing simulated and reconstructed 2D hits for a sample
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of muons with flat pT in the range 5 < pT < 100 GeV/c. All expected sources of electronic
noise are simulated. The resolution is dominated by electronics noise and cross-talk between
neighbouring strips. The typical resolutions obtained per layer for single-muon tracks, using
simulated cross-talk and noise, are on order the of 100 µm for ME1/1 chambers and 200 µm
for the other chambers. If cross-talk and electronics noise are neglected, these resolutions are
reduced to a range of about 35 to 55 µm. When a track passes close to the centre of a strip,
the charge distribution tends to be symmetrically distributed over each neighbouring strip.
The difference between the smaller signals on the neighbours is then controlled by electronic
noise, which subverts the accuracy of the reconstructed hit position. The position resolution
thus depends sensitively on the distance of the hit position from the centre of the strip. It
also depends on the strip width and the gas gap.
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Figure 3.28: Resolution of the reconstructed hit position in the azimuthal direction (in cm)
for endcap CSCs in station 1. The left plot is for ring 1 and the right plot for rings 2 and 3.
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Figure 3.29: Resolution of the reconstructed hit position in the azimuthal direction (in cm)
for endcap CSCs in stations 2, 3, and 4. The left plot is for ring 1 and the right plot for ring 2.
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3.5.3 Clusterization in resistive plate chambers

In the RPCs, the results of the local reconstruction [117] are points in the plane of the detector.
A clustering procedure is first performed, using all the strips that have a signal. The proce-
dure combines all adjacent fired strips into a cluster. Once all the clusters are formed, the
reconstructed point for each is defined as the “center of gravity” of the area covered by that
cluster of strips. In the barrel, where the strips are rectangular, this point is simply the center
of a rectangle. In the endcap, the computation is more complicated since the area covered by
the clusters are trapezoids of variable shape. The assumption is that each group of strips is
fired as the result of a single particle crossing the chamber plane, and that this crossing can
have taken place anywhere with flat probability over the area covered by the strips of that
cluster. Errors are computed under the same assumption of flat probability. Therefore, they
are simply σi = Li/

√
12 (i = 1, 2), where Li is the length of the ith side of the rectangle.

3.5.3.1 Performance

The derived resolution function along the direction orthogonal to the strips is shown in Fig-
ure 3.30. Barrel and endcap detectors have been considered separately, using a sample of sin-
gle muons distributed uniformly in η, φ, and in the momentum range 5 < pT < 100 GeV/c.
The shape of the distribution for the barrel detectors is essentially determined by the fact that
the strips are rectangular with a width ranging from 2.1 cm to 4 cm. The resolution function
for the endcap detectors is instead more peaked because of the trapezoidal shape of the strips
having a minimal width comparable with overall space resolution of RPC.
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Figure 3.30: Distribution of residuals for the RPC measurement along the direction orthog-
onal to the strips. Barrel (left) and endcap (right) detectors have been considered separately
using a sample of single muons flatly distributed in η, φ, and in the 5 < pT < 100 GeV/c
range [117].

3.5.4 Comparisons with data

3.5.4.1 DT test-beam results

In the 2004 DT test-beam set-up [108], 2 Muon Barrel chambers (one MB1 and one MB3) were
placed at a distance of about 60 cm along the beam direction; two 5 cm thick steel slabs were
placed between them, the first immediately after MB1 and the second just in front of MB3.
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This configuration reproduces well the situation in the CMS steel yoke, as far as the study of
muon showering effects is concerned.

The plot on the left in Figure 3.31 displays the multiplicity of reconstructed hits in the MB3
chamber for a 300 GeV incident muon beam; the distributions for real and simulated data are
normalized to the number of selected events having only 1 clean track and no shower activity
in MB1. It can be seen that the reconstructed-hit multiplicity is slightly underestimated in the
Monte Carlo simulation, because of the soft δ-rays neglected in the digitization step of the
simulation, as previously discussed in Section 3.3.2. On the other hand, the high-multiplicity
component of the distribution due to muon showering is well reproduced by the simulation.
Despite the small observed differences, the capability to reconstruct a muon track segment is
well simulated, as can be seen in the plot on the right in Figure 3.31, which shows the number
of reconstructed tracks in the r-φ view of the MB3 chamber having more than 5 reconstructed
hits included in the fit. The plot is referred to an incident beam direction normal to the
chamber. The 3% inefficiency of the track reconstruction is due to the aluminium I-beam
separating the cells and is well reproduced by the simulation. It can be also seen that the
Monte Carlo simulation slightly overestimates the efficiency to reconstruct additional track
segments, coming from hard δ-rays passing through both φ SLs of the chamber.
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Figure 3.31: The plot on the left shows the reconstructed-hit multiplicity in MB3 chamber
for testbeam data (dots) and simulation (full line). The plot on the right shows the number
of reconstructed tracks in the r-φ view of an MB3 chamber for test-beam data (dots) and
simulation (full line).

Figure 3.32 displays the reconstruction efficiency as a function of the track impact point in the
chamber, for track segments in the r-φ view of the MB3 chamber placed in the test beam after
the 2 steel slabs. The left (right) plot refers to a beam incident angle of 0◦ (10◦) with respect
to the direction normal to the chamber plane. The efficiency predicted by the simulation is
also shown in the figure. In the left plot, the efficiency drop due to the I-beams (1.3 mm
thick) separating the DT cells is clearly visible. The distribution of the angular difference
between track segments measured in the 2 DT chambers is shown in Figure 3.33. The angular
resolution is σ = 1.40 mrad and σ = 1.25 mrad in the real and simulated data, respectively.
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Figure 3.32: Track-segment reconstruction efficiency vs. predicted track position in MB3.
Left: muon beam at normal incidence; right: beam direction inclined by 10◦ with respect to
the normal direction: test-beam data (dotted line), simulation (full line).
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Figure 3.33: Angular difference between track segments measured in MB1 and MB3 cham-
bers: test-beam data (dots), simulation (full line).

3.5.5 RPC cosmic-ray tests

Experimental data were taken in the RPC cosmic-ray test areas located in Bari, Pavia, and
Sofia [111]. They consist of towers where chambers are placed horizontally and read out in
coincidence with the passage of muons triggered by a set of scintillator counters.

The clusterization is followed by muon reconstruction in a two-dimensional view with co-
ordinates defined by the strip’s position along the chamber and the chamber position in the
tower. One chamber is chosen as a test chamber and not used in the reconstruction. Suc-
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cessfully reconstructed trajectories are required to have at least 1 used hit in 4 chambers. A
typical reconstructed muon event is shown in Figure 3.34(a). After the reconstruction, the
track impact point on the test chamber is determined. The residuals are computed as the
difference between the impact point and the nearest cluster center. The distribution obtained
for an RPC with 28 mm strip width is show in Figure 3.34(b). The root mean square of the
distribution represents the spatial resolution of the chamber, being the error on the impact
point negligible. The spatial resolution value of 8.16 ± 0.07 mm is in agreement with the
expected 28/
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Figure 3.34: Left: Picture of a typical reconstructed muon track. Right: Distribution of
residuals for RPC hits, with a fit to a Gaussian giving the average spatial resolution.

3.6 Commissioning

3.6.1 Detector start-up scenario

At startup of LHC, the full muon detector is expected to be operating, except for the inner-
most rings of the RPC endcap trigger, which will cover only up to η = 1.6.

During the detector commissioning stage and the CMS Magnet Test, extensive tests of the
system will be performed using cosmic muons to check both the functionality of the subde-
tectors at different levels (individual chambers, sectors, barrel-endcap overlapping regions)
and the alignment system. Knowledge of relative alignment of the sub-detectors is expected
to be as described in the “first data” scenario quoted in Section 3.2.2.5 and it will be precise
enough for safe Level-1 and HLT trigger operations.

3.6.2 Synchronization

The LHC bunch-crossing frequency of 40.08 MHz puts important requirements on the tim-
ing of signals. The CMS subdetectors produce data only after particles pass through them.
In the case of the muon chambers, the times-of-flight are different enough between modules
to cause a delay larger than 1 bunch crossing. Furthermore, most of the data communication
will be done using long cables or optical fibres, which will produce delays among different
parts of the detector. It is, therefore, necessary to develop electronics, methods, and proce-
dures that permit the association of signals recorded in each channel of the detectors to the
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interaction that produced the detected particle to assure correct triggering and readout of the
full CMS event.

Both trigger and readout channels need to be synchronized. The readout is generally asyn-
chronous, except in the front-end electronics. There, to read out the correct data, the front-
end electronics needs to be pre-configured with the precise number of bunch crossing be-
tween the storage of data in its internal data buffer and the arrival of the Level-1 Accept
signal. Additionally, the association of each recorded signal to a particular event is done
synchronously by Level-1 Accept number. The Level-1 Accept number is crucial to the build-
ing of an event by the data acquisition system. After readout, in the high-level trigger and
offline, the signals are additionally associated and verified by comparing the trigger bunch-
crossing number. For readout purposes, it is enough to make sure that the front-end elec-
tronics records the Level-1 Accept and bunch crossing signals at the correct times. Because
the trigger, on the other hand, is completely synchronous, it must be timed correctly at every
step in the hardware, a more challenging task.

Trigger synchronization must be performed in several steps at different levels in all the sub-
detectors. The first step is to achieve reliable data transmission within the readout and trig-
ger data systems. The second step is a time-equalization of all detector channels within
a detector-defined basic block (normally a muon station). The third step is a relative syn-
chronization between these basic blocks. Finally, an absolute synchronization to the LHC
machine is required.

It should be mentioned that some synchronization procedures require iteration. For instance,
a change in synchronization will, in general, affect the timing of the Level-1 trigger. That
will in turn affect the time at which the Level-1 Accept signal returns to the front-end cards,
whose timing must then be adjusted in order to read out the correct signals. This may then
affect or even invalidate data used in previous synchronization steps. It is clear, therefore,
that synchronization procedures have to be done very carefully to avoid these problems.

3.6.2.1 Synchronization for reliable data transmission

The absolute first step in synchronizing the detector is to achieve reliable readout and trigger
data transmission between electronics boards. Most electronics boards use a clock at the
LHC bunch-crossing frequency or a multiple of it that is derived from the TTC system. Some
sophisticated systems such as high-speed optical links auto-synchronize and produce error
bits in the rare cases when synchronization fails. In these cases, no action is generally needed
except for monitoring the error bits. Some types of links synchronize automatically but with
variable latency: such links are not used in the trigger system, which requires fixed latency.
Most inter-board data connections use simpler methods to achieve synchronization, such as
by adjusting the phase of a clock used to latch data in the receiving board until the data
are known to be received correctly. In these cases, a mechanism for generating known data,
such as pulsing of the front-end, is useful for verifying the correct synchronization phases.
Cosmic-ray muon particles can also provide data for this.

3.6.2.2 Time-equalization of channels

Signals produced by the same muon will arrive at different front-end electronics with a jitter
due to propagation time and muon time-of-flight. A time-equalization of the channels must
be performed in order to guarantee that the signals are all assigned to the same clock period
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by the boards collecting the information from a basic detector electronics block (e.g. 1 cham-
ber). Although different, all the developed methods rely on the signals broadcast by the TTC
system through the on-board TTCrx chips.

The time-equalization of the RPC channels is done inside the Link Board by a dedicated
Synchronization Unit module. The synchronization method is shown in Figure 3.35. A so-
called WINDOW signal is derived from the TTCrx . The width of this signal is adjustable
in 1 ns steps and will be set large enough to latch all the signals associated with the same
muon coming from the chambers connected to the Link Board. All the delayed signals are
then output simultaneously synchronized with the TTCrx clock.

CLOCK

WINDOW

INPUT

OUTPUT

40 MHz, provided by TTC

adjustable width & phase (×1ns)

Δt
Δt = jitter of  tflight + tpropag + tRPC

Figure 3.35: Illustration of the method to be used for time-equalization of the RPC channels
in the Link Board.
In the CSCs, there are signals coming from charge collected on the anodes and other signals
from charge induced on the cathodes. The anode electronics are used to achieve precise iden-
tification of the muon bunch crossing, while the cathode electronics are allowed to vary by
±1 bunch crossing. Hence, precise time-equalization is not required for the cathode channels,
while it is compulsory for the anode channels. The equalization is achieved inside the ALCT
card, which performs the 4/6 coincidence of anode signals for trigger purposes, by time-
delaying each set of 16 anode channels (2 layers of 8 wiregroups) by 0 to 30 ns adjustable in
2 ns steps. The relative timing between anodes and cathodes is adjusted by integer bunch
crossings in the TMB board. Additionally, the bunch crossing numbers for the 3 boards used
to fully read out a CSC are adjusted by offsets to make them equal, by offline examination of
readout data from cosmic rays or LHC muons.

In both the RPC and CSC cases, since the time-of-flight depends only on geometry, and the
signal propagation depends only on cable routing, the delays can be measured before data
taking begins using test-pulse signals.

The case of the DT chambers is complicated by the very long drift times before the charge is
collected. Furthermore, the efficiency of the trigger algorithm depends on the correct phase
relation between the sampling clock and the machine clock. A single DT station is hardware
timed-in by means of a precise cable distribution scheme to guarantee equal propagation
delays for every channel. However, the trigger ASICs will sample these signals with an un-
known phase relation with respect to the clock distributed by the TTCrx card serving each
chamber. This phase depends on the drift velocity (i.e., magnetic field strength, gas composi-
tion, and HV setting), and its best value must be found in situ using real muons. The optimal
value for the phase (different for each muon barrel station) must be determined by finding
the TTCrx fine delay setting that gives the highest trigger efficiency. Several algorithms have
been proposed to do this [118]. The results from one of them, optimizing the HL/HH ratio,
are shown in Figure 3.36. An automated procedure to perform this algorithm was developed
and tested during the 2004 test beam.
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Figure 3.36: Dependence of the HH/HL ratio on the TTCrx fine time delay for 3 difference
drift velocities and entrance angles. The optimal phase corresponds to the maximum of these
distributions.

3.6.2.3 Relative synchronization

Once each basic detector block is time-equalized, the signals coming from different blocks
will be synchronous with respect to the TTCrx clock. However, they may still not be aligned
with each other, although the differences will be in integer numbers of clock periods. All
the muon detectors provide a block-to-block synchronization by means of synchronization
pipelines. The general approach to synchronize the complete system is to align the arrival of
signals from chambers crossed by the same muon.

The RPC electronics provide a 3-clock-deep Synchronization Buffer on the Link Board. There-
fore, the trigger data will be aligned at the PACT input. The same strategy is used in the DT
chambers using the synchronization delays set at the Sector Collector input and, therefore,
providing aligned signals to the DTTF. For the CSC system, there are various types of cham-
bers having different cable delays sending trigger data through a single Muon Port Card in
each Peripheral Crate (covering a trigger sector, i.e., 30◦ or 60◦ slice in φ in a single muon
station). Their synchronization is done by delaying trigger signals using a pipeline in the
Trigger Motherboards before transmission to the Muon Port Card. Moreover, there will be
relative timing between CSC trigger sectors of signals arriving at the CSC Track Finder that
can be adjusted by uniform additional delays of all the Trigger Motherboard pipelines in a
Peripheral Crate. Cosmic rays have proven very useful for relative time alignment of the CSC
trigger, although care has to be taken that the cosmic ray paths are similar to the expected
paths of LHC collision muons.



3.6. Commissioning 143

3.6.2.4 Absolute synchronization

After the relative synchronization, the muon detectors will be self-aligned in time, but will
not share the same time origin. Therefore, an absolute synchronization is needed. The abso-
lute synchronization can only be performed by comparing the known LHC bunch structure
(bunch numbers 0–3563, with certain empty bunches) with the structure of bunch-crossing
assignments from each trigger branch, accumulated as a histogram during data taking. Ex-
ample of histograms corresponding to correct, late, and early timings are shown in Fig-
ure 3.37. The comparison will provide to each detector a value for the coarse TTCrx delay
that correctly sets the absolute trigger time.
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Figure 3.37: The LHC bunch structure (top). Examples of bunch-crossing histograms accu-
mulated by a detector with correct, late, and early timing (bottom).

3.6.3 Muon triggers

Muon triggers are needed for cosmic-ray running, single-beam (halo muon), and LHC col-
lisions. The first 2 kinds of trigger are very important for early detector commissioning, in
particular for alignment studies. Beam-halo muon triggers from CSCs will be provided both
at the commissioning stage and during normal collision running. An extensive study of the
trigger capability and reconstruction performance using cosmic-muon and LHC-beam-halo
simulations has been reported in [119], as will be further discussed in Section 9.1.4.

3.6.3.1 Cosmic-ray triggers

The CMS muon trigger system is not optimized as a cosmic-ray trigger due to the strict
requirement of vertex pointing. However, such a trigger is needed in the early set-up phase
of the CMS detector to study the detector performance. A cosmic-ray trigger can be obtained
only as a technical trigger with low and varying efficiency around the detector. A partial
exception to this situation is in the lower part of the barrel chambers where a pointing trigger
can in fact be set up.

The cosmic-ray trigger will be accomplished by a time coincidence of 2 or more detector
chambers, skipping the reconstruction of the track done in the PACT processor for the RPCs
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or the Regional Trigger Processors in the case of the DTs and CSCs. The low cosmic-ray rate
(especially in the cavern) does not require any further algorithm, due to the power of the
CMS data-processing farm.

A pointing cosmic-ray trigger can be set up in the lower part of the CMS muon barrel de-
tector by making use of the fact that muon tracks are already fully reconstructed in both the
bending and non-bending detector views (even if with much lower resolution and without
transverse momentum determination with respect to the DTTF processor). The tracks in
the non-bending view can be individually selected as pointing to the vertex with about a 3◦

precision. Tracks in the bending view will then be forwarded to the DTTF only if they ful-
fil this requirement. No special set-up will be needed in the DTTF, although the transverse
momentum assignment will not be accurate.

3.6.3.2 Halo muons

Halo-muon triggers can be set up only in the forward detectors. The barrel detectors will be
blind to halo muons, since they will pass through the entire sensitive zone of the RPC and
DT chambers. This will create a large amount of charge to be deposited and, therefore, cause
the electric field to decrease, with a resulting drop in chamber efficiency.

3.6.4 Momentum calibration

Reconstruction of mass resonances in their dimuon decay mode will be a fundamental tool
to check the scale of the reconstructed muon momenta, which relies on knowledge of the
magnetic field map.

Figure 3.38 shows the invariant mass distribution for reconstructed muon pairs as expected
from 1 day of data taking at a LHC luminosity L = 2 × 1033cm−2s−1. The mass spectrum is
obtained using the Global Muon Reconstruction in ORCA, as described in Section 9.1, after
HLT and offline selection requiring 2 isolated, opposite-sign muons with pT > 20and10 GeV/c,
respectively. The Z-mass peak is clearly visible over the background predicted from QCD
events, which were included in the simulation (dashed line in the top plot).

As seen by the error of the fits shown in the plots, statistical errors of the order or smaller
than 100 MeV on the mass scale can be achieved in the different regions of the detector in
a relatively short time. Taking into account the Z natural width, the measured resolution is
compatible with the momentum resolution obtained from the simulation by comparing the
reconstructed and the generated muon tracks (see Chapter 9).
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Figure 3.38: The reconstructed mass spectrum for 2 isolated muon tracks with pT >
20and10 GeV/c, respectively, as expected from 1 day of data taking at L = 2×1033 cm−2 s−1:
a) all reconstructed dimuon events (solid line: Z signal, dashed line: QCD background); b)
both muons in the ”barrel region” (η < 0.8); c) 1 muon in the ”overlap region” (0.8 < η < 1.2)
and 1 muon in the ”endcap region” (η > 1.2).



Chapter 4

Electromagnetic Calorimeter

4.1 Description of the ECAL
In this section, the layout, the crystals and the photodetectors of the Electromagnetic Calor-
imeter (ECAL) are described. The section ends with a description of the preshower detector
which sits in front of the endcap crystals. Two important changes have occurred to the ge-
ometry and configuration since the ECAL TDR [5]. In the endcap the basic mechanical unit,
the “supercrystal,” which was originally envisaged to hold 6×6 crystals, is now a 5×5 unit.
The lateral dimensions of the endcap crystals have been increased such that the supercrystal
remains little changed in size. This choice took advantage of the crystal producer’s abil-
ity to produce larger crystals, to reduce the channel count. Secondly, the option of a barrel
preshower detector, envisaged for high-luminosity running only, has been dropped. This
simplification allows more space to the tracker, but requires that the longitudinal vertices of
H → γγ events be found with the reconstructed charged particle tracks in the event.

4.1.1 The ECAL layout and geometry

The nominal geometry of the ECAL (the engineering specification) is simulated in detail in
the GEANT4/OSCAR model. There are 36 identical supermodules, 18 in each half barrel, each
covering 20◦ in φ. The barrel is closed at each end by an endcap. In front of most of the
fiducial region of each endcap is a preshower device. Figure 4.1 shows a transverse section
through ECAL.

y

z

Preshower (ES)

Barrel ECAL (EB)

Endcap

 = 1.653

 = 1.479

 = 2.6
 = 3.0

ECAL (EE)

Figure 4.1: Transverse section through the ECAL, showing geometrical configuration.
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The barrel part of the ECAL covers the pseudorapidity range |η| < 1.479. The barrel granu-
larity is 360-fold in φ and (2×85)-fold in η, resulting in a total of 61 200 crystals.The truncated-
pyramid shaped crystals are mounted in a quasi-projective geometry so that their axes make
a small angle (3o) with the respect to the vector from the nominal interaction vertex, in both
the φ and η projections. The crystal cross-section corresponds to approximately 0.0174 ×
0.0174◦ in η-φ or 22×22 mm2 at the front face of crystal, and 26×26 mm2 at the rear face. The
crystal length is 230 mm corresponding to 25.8 X0.

The centres of the front faces of the crystals in the supermodules are at a radius 1.29 m.
The crystals are contained in a thin-walled glass-fibre alveola structures (“submodules,” as
shown in Fig. CP 7) with 5 pairs of crystals (left and right reflections of a single shape) per
submodule. The η extent of the submodule corresponds to a trigger tower. To reduce the
number of different type of crystals, the crystals in each submodule have the same shape.
There are 17 pairs of shapes. The submodules are assembled into modules and there are
4 modules in each supermodule separated by aluminium webs. The arrangement of the 4
modules in a supermodule can be seen in the photograph shown in Fig. 4.2.

Figure 4.2: Photograph of supermodule, showing modules.

The thermal screen and neutron moderator in front of the crystals are described in the model,
as well as an approximate modelling of the electronics, thermal regulation system and me-
chanical structure behind the crystals.

The endcaps cover the rapidity range 1.479 < |η| < 3.0. The longitudinal distance between
the interaction point and the endcap envelop is 3144 mm in the simulation. This location
takes account of the estimated shift toward the interaction point by 2.6 cm when the 4 T mag-
netic field is switched on. The endcap consists of identically shaped crystals grouped in
mechanical units of 5×5 crystals (supercrystals, or SCs) consisting of a carbon-fibre alveola
structure. Each endcap is divided into 2 halves, or “Dees” (Fig. CP 8). Each Dee comprises
3662 crystals. These are contained in 138 standard SCs and 18 special partial supercrystals
on the inner and outer circumference. The crystals and SCs are arranged in a rectangular
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x-y grid, with the crystals pointing at a focus 1300 mm beyond the interaction point, so that
the off-pointing angle varies with η. The crystals have a rear face cross section 30×30 mm2, a
front face cross section 28.62×28.62 mm2 and length of 220 mm (24.7X0). The simulated end-
cap geometry includes the aluminum backplate and approximate modelling of the support
structure and electronics behind the crystals.

4.1.2 Lead tungstate crystals

Lead Tungstate crystals (PbWO4) are produced for CMS by the Bogoroditsk Techno-Chemical
Plant in Russia and by the Shanghai Institute of Ceramics in China. The characteristics [120]
of these production crystals make them an appropriate choice for operation at LHC. The
high density (8.3 g/cm3), short radiation length (0.89 cm) and small Molière radius (2.2 cm)
results in a fine granularity and a compact calorimeter. The scintillation decay time is of the
same order of magnitude as the LHC bunch crossing time: about 80% of the light is emitted
in 25 ns. The light output is relatively low: about 4.5 photoelectrons per MeV are collected
in both the avalanche photodiodes (APDs) and the vacuum phototriodes (VPTs), where the
higher APD quantum efficiency is balanced by their smaller surface coverage on the back
face of the crystal. The crystals emit blue-green scintillation light with a broad maximum
at 420 nm [121, 122]. The light output variation with temperature, −1.9% per ◦C at 18◦C,
requires an ECAL cooling system capable of extracting the heat dissipated by the readout
electronics and of keeping the crystal temperature stable within ±0.05◦C to preserve energy
resolution. To exploit the total internal reflection for optimum light collection on the pho-
todetector, the crystals are polished after machining. This is done on all but one side for EB
crystals. For fully polished crystals, the truncated pyramidal shape makes the light collec-
tion non-uniform along the crystal length, and the needed uniformity [123] is achieved by
depolishing one lateral face. In the EE, the light collection is naturally more uniform because
the crystal geometry is nearly parallelepipedic, and just a mild tuning is being considered.

The crystals have to withstand the radiation levels and particle fluxes [5] anticipated through-
out the duration of the experiment. Ionizing radiation produces absorption bands through
the formation of colour centres due to oxygen vacancies and impurities in the lattice. The
practical consequence is a wavelength-dependent loss of light transmission without changes
to the scintillation mechanism, a damage which can be tracked and corrected for by mon-
itoring the optical transparency with injected laser light. The damage reaches a dose-rate
dependent equilibrium level which results from a balance between damage and recovery at
18◦C [124, 121]. To ensure an adequate performance throughout LHC operation, the crys-
tals are required to exhibit radiation hardness properties quantified as an induced light at-
tenuation length always greater than 3 times the crystal length even when the damage is
saturated. Hadrons have been measured to induce a specific, cumulative reduction of light
transmission, but the extrapolation to LHC indicates that the damage will remain within
limits required for good ECAL performance [125].

4.1.3 Photodetectors

4.1.3.1 Barrel: avalanche photodiodes

In the barrel, the photodetectors are Hamamatsu type S8148 reverse structure (i.e., with the
bulk n-type silicon behind the p-n junction) avalanche photodiodes (APDs) specially devel-
oped for the CMS ECAL. Each APD has an active area of 5×5 mm2 and 2 are glued to the
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back of each crystal. The APDs are sorted according to their operating voltage into bins 5 V
wide, and then paired such that each pair has a mean gain of 50. The main properties of the
APDs at gain 50 and 18◦C are listed in Table 4.1.

Table 4.1: Properties of the APDs at gain 50 and 18◦C.
Sensitive area 5×5 mm2

Operating voltage 340–430 V
Breakdown voltage - operating voltage 45 ± 5 V
Quantum efficiency (430nm) 75 ± 2%
Capacitance 80 ± 2 pF
Excess noise factor 2.1 ± 0.2
Effective thickness 6 ± 0.5 µm
Series resistance < 10 Ohm
Voltage sensitivity of the gain (1/M.dM/dV) 3.1 ± 0.1%/V
Temperature sensitivity of the gain (1/M.dM/dT) −2.4 ± 0.2%/◦C
Rise time < 2 ns
Dark current < 50 nA
Typical dark current 3 nA
Dark current after 2×1012 n/cm2 5 µA

The sensitivity to ionizing radiation traversing the APD (nuclear counter effect) is given
by the effective thickness of 6 µm, which translates into a signal from a minimum ionizing
particle traversing an APD equivalent to about 100 MeV deposited in the PbWO4.

For acceptance for the ECAL each APD was required to be fully depleted and to pass through
a screening procedure involving 5 kGy of 60Co irradiation and 1 month of operation at 80◦C.
Each APD was tested to breakdown and required to show no significant noise increase up to
a gain of 300. The screening and testing aimed to ensure reliable operation for 10 years under
high luminosity LHC conditions for over 99% of the APDs installed in the ECAL [126]. Based
on tests with hadron irradiations it is expected that the dark current after such operation will
have risen to about 5 µA, but that no other properties will have changed. Small samples
of APDs were irradiated with a 251Cf source to monitor the effectiveness of the screening
procedure selection of radiation resistant APDs.

4.1.3.2 Endcap: vacuum phototriodes

In the endcaps, the photodetectors are vacuum phototriodes (VPTs) (type PMT188 from Na-
tional Research Institute Electron in St. Petersburg). Vacuum phototriodes are photomulti-
pliers having a single gain stage. These particular devices were developed specially for CMS
and have an anode of very fine copper mesh (10 µm pitch) allowing them to operate in the
4 T magnetic field. Each VPT is 25 mm in diameter; one VPT is glued to the back of each crys-
tal. The VPTs delivered to date have a mean quantum efficiency of the bialkali photocathode
(SbKCs) of 22% at 430 nm, and a mean gain of 10.2 at 0 T.

When placed in a strong axial magnetic field, the response is slightly reduced and there is a
modest variation of response with the angle of the VPT axis with respect to the field over the
range of angles relevant to the CMS endcaps (6◦ to 26◦). The mean response in a magnetic
field of 4 T, with the VPT axis at 15◦ to the field direction, is 94.5% of that in zero field.
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All VPTs are tested by the manufacturer before delivery, without an applied magnetic field.
All VPTs are also tested on receipt by CMS to determine their response as a function of
magnetic field up to 1.8 T. Each device is measured at a set of angles with respect to the
applied field, spanning the range of angles covered by the endcaps. In addition, at least 10%
of the tubes, selected at random, are also tested in a 4 T superconducting magnet, at a fixed
angle of 15◦, to verify satisfactory operation at the full field of CMS.

The estimated doses and particle fluences for 10 years of LHC operation are 0.5 kGy and
5×1013 n/cm2 at the outer circumference of the endcaps and 20.0 kGy and 7×1014 n/cm2 at
|η| = 2.6. The VPTs are expected to be insensitive to such neutron fluences. The VPTs are
required to show a loss of anode response of no more than 10% after a dose of 20.0 kGy.

4.1.4 Preshower detector

The principal aim of the CMS Preshower detector (ES) is to identify neutral pions in the
endcaps within a fiducial region 1.653 < |η| < 2.6. It also helps the identification of electrons
against minimum ionizing particles, and improves the position determination of electrons
and photons with it superior granularity. The ES is a sampling calorimeter with 2 layers: lead
radiators initiate electromagnetic showers from incoming photons/electrons whilst silicon
strip sensors placed after each radiator measure the energy deposited and the transverse
shower profiles.

The material thickness of the ES traversed at η = 1.653 before reaching the first sensor plane
is 2X0, followed by a further 1X0 before reaching the second plane. Thus about 95% of
single incident photons start showering before the second sensor plane. The orientation
of the strips in the 2 planes is orthogonal. A major design consideration is that all lead
is covered by silicon sensors, including the effects of shower spread, primary vertex spread
etc. For optimum Level-1 trigger performance the profile of the outer edge of the lead should
follow the shape of the ECAL crystals behind it. For the inner radius the effect of the exact
profiling of the lead is far less critical, and thus a circular shape has been chosen. The lead
planes are formed from 2 Dees that join close to the vertical axis.

Each silicon sensor measures 63×63 mm2, with an active area of 61×61 mm2 divided into 32
strips (1.9 mm pitch). The nominal thickness of the silicon is 320µm; a minimum ionizing
particle (MIP) will deposit around 3.6 fC of charge in this thickness (normal incidence). The
sensors are precisely glued to ceramic supports, which also support the front-end electronics
assembly, and this is in turn glued to an aluminium tile that allows a 2 mm overlap of the
active part of the sensors in the direction parallel to the strips.

The micromodules are placed on baseplates in groups of 7, 8 or 10 that, when coupled with
an electronics motherboard placed above the micromodules, form a ladder. The spacing
between silicon strips (at the edges) in adjacent micromodules within a ladder is 2.4 mm,
whilst the spacing between strips in adjacent ladders is normally 2.5 mm; for the region
where the 2 Dees join this spacing is increased to 3.0 mm.

The ladders are attached to the radiators in an x-y configuration. Around 500 ladders are re-
quired, corresponding to a total of around 4300 micromodules and 137 000 individual read-
out channels. Further details of the layout can be found in [127].
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4.2 Readout electronics
This section describes the readout of the ECAL crystals and preshower detector. It also de-
scribes the generation and readout of the trigger data, the trigger primitives, passed to the
Level-1 trigger; and the selection, by the Selective Readout Processor, of the channels for
which the full precision data will be sent to the DAQ event builder. Finally the issue of the
synchronization of the complete system is discussed.

The CMS-ECAL electronics can be divided into 2 subsystems. The on-detector electronics,
composed of radiation-resistant circuits located just behind the crystals, and the off-detector
electronics housed in underground counting rooms close to the experimental area. Both
systems communicate through 90-m-long high-speed optical links, operated at 800 Mb/s.

4.2.1 Front end

The front end electronics of the ECAL must first amplify and shape the signal from the sen-
sors, digitize the signal at 40 MHz, buffer the data until receipt of a Level-1 trigger, and then
transmit the data to the off-detector electronics for insertion in the CMS data stream. In ad-
dition, the front end electronics uses the digitized data to calculate trigger primitives which
are transmitted at 40 MHz to be used in the Level-1 Trigger decision.

The basic building block of the front end electronics is a group of 25 crystals (grouped in a
5×5 geometry) a trigger tower in EB or supercrystal in EE. The trigger towers are composed
of 4 different electronics boards. Each trigger tower contains a motherboard (MB), a Low
Voltage Regulator Board (LVRB), 5 Very Front End (VFE) boards, and a Front End (FE) card.

The motherboards are located beneath the cooling system for the electronics and are used to
route the signals from the photodetectors, APDs in EB or VPTs in EE, to the VFE cards, to
distribute high voltage to the photodetectors, and to distribute Low Voltage to the VFE cards.
Each supermodule contains 68 motherboards which each connect to the photodetectors of 25
crystals via kapton flexible-print cables. In addition, signals for temperature monitoring
thermistors are routed from the sensor capsule to the VFE cards.

The LVRBs are connected directly to the external Low Voltage power supplies which sit in
the CMS racks attached to the outside of the CMS iron yoke, approximately 20 metres from
the supermodule. Each LVRB contains radiation-hard voltage regulators which provide the
2.5 V needed by the front end electronics. This regulated 2.5 V is distributed to the FE card by
a small connector on the LVRB, and to the 5 VFE cards in a trigger tower via the motherboard.

Each VFE card contains amplification and digitization for the signals from 5 crystals. In or-
der to achieve the low noise and high dynamic range requirements for the ECAL, 2 new
radiation-hard ASICs were developed. The Multi Gain Pre-Amplifier (MGPA) contains 3
parallel gain stages which process the sensor signals. The signals from these 3 stages are
routed to the AD41240, a custom designed Analog to Digital Converter which contains 4
channels each with 12 bits of information and an effective number of bits equal to 11. Three
of the 4 ADCs on the AD41240 are used for each crystal. The ASIC digitizes these 3 inputs in
parallel, determines whether each channel has saturated, and then outputs the data from the
channel which has the highest gain, and was not saturated. The 3 MGPA gains are arranged
so that the highest gain range has an amplification of a factor of 12 and a least significant bit
of '35 MeV. This range has a noise of around 40 MeV for the barrel and saturates at approx-
imately 160 GeV. The other 2 gains are a factor of 6 and unity. The unity gain determines the
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upper end of the dynamic range and saturates at approximately 1.7 TeV for the barrel, and
3.0 TeV for the endcap. The ADC is also designed so that once a range saturates, the ADC
returns the next 5 samples without changing the gain. This prevents a second (return) gain
change within the waveform of the digitized sample. The same chip is used for both the
APDs and the VPTs with only a small change of external components on the VFE.

The signals from the 5 VFEs are collected on the FE card. Here they are buffered in a custom
ASIC designed for the ECAL front end – the FENIX ASIC. Each FE card contains 7 FENIX
ASICs. These are multipurpose and are used to

1. buffer the sampled data from the ADCs until a Level-1 trigger is received, and then
transmit the data the ECAL off detector electronics. The amount of data which is trans-
ferred is configurable, but typically consists of the 10 ADC samples surrounding the
beam crossing,

2. sum the samples from a group of 5 channels (called a strip) at 40 MHz,

3. sum the samples from the 5 strips (all 25 channels) for transmission to the calorimeter
trigger.

The data are transmitted to the Level-1 trigger and the DAQ system using 2 opto-hybrids on
each FE card. These hybrids contain radiation-tolerant laser diodes for electrical to optical
conversion, and the CERN-developed radiation-hard GOL ASIC which provides parallel to
serial conversion. The FE card also contains the clock distribution, and the control unit for
allowing local configuration of all ASICs via I2C protocol.

Clock signals and configuration are distributed to the 68 FE cards using 8 independent elec-
trical (i.e. the interconnect is not optical) token rings. These rings communicate optically to
the off-detector electronics using a digital opto-hybrid (DOH) developed originally for the
CMS tracker project. The DOHs are mounted on token ring link boards which then connect
to the token rings. There are 2 rings which run in parallel and are designed to allow the
recovery of the ring, in the event that one of the FE cards fails.

A fast test pulse, clocked by the ADC clock, can be injected into the input of each preamplifier
by the MGPA. A simple 8 bit DAC allows injection of a sufficient range of charges to verify
the functionality of the 3 gain ranges.

Fuller details of the front end electronics can be found in Refs. [128, 129, 130, 131].

4.2.2 Off-detector electronics

The ECAL off-detector readout and trigger architecture [132, 133] is illustrated schemati-
cally in Fig. 4.3. The system is composed of different electronic boards sitting in 18 VME-9U
crates (the CCS, TCC and DCC modules) and in 1 VME-6U crate (the selective readout pro-
cessor, SRP, system). The system serves both the DAQ and the trigger paths. In the DAQ
path, the DCC performs data readout and data reduction based on the selective readout
flags computed by the SRP system. In the trigger path, at each bunch crossing, trigger prim-
itive generation started in the FE boards are finalized and synchronized in the TCC before
transmission to the regional calorimeter trigger.

The clock and control system (CCS) board distributes the system clock, trigger and broadcast
commands, configures the FE electronics and provides an interface to the trigger throttling
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Figure 4.3: Schematic view of ECAL off-detector electronics.

system. The TTC signals are translated and encoded by suppression of clock edges and
sent to the mFEC mezzanine cards. The mFEC interfaces optically with a FE token ring.
The 8 mFECs of the CCS board control a supermodule. The TCC and the DCC cards in the
off-detector crate receive the encoded TTC signals from the CCS card through a dedicated
backplane.

The trigger concentration card (TCC) [134] main functionalities include the completion of the
trigger primitive generation and their transmission to the synchronization and link board
(SLB) mezzanines [135] at each bunch crossing, the classification of each trigger tower and
its transmission to the Selective Readout Processor at each Level-1 trigger accept signal, and
the storage of the trigger primitives during the Level-1 latency for subsequent reading by the
DCC.

Each TCC collects trigger data from 68 FE boards in the barrel, corresponding to a super-
module, and from 48 FE boards in the endcaps corresponding to the inner or outer part of
a 20◦ sector. In the endcaps, trigger primitive computation is completed in the TCCs, which
must perform a mapping between the collected pseudo-strips trigger data from the different
supercrystals and the associated trigger towers. The encoded trigger primitives (8 bits for
the nonlinear representation of the trigger tower ET plus 1 bit for the fine grain veto) are
time aligned and sent to the regional trigger processors by the SLB. The trigger primitives
are stored in the TCC during the Level-1 latency for subsequent reading by the DCC. In the
barrel region a single TCC is interfaced with 1 DCC. In the endcap region, a DCC serves 4
TCCs covering a 40◦ sector

The data concentration card (DCC) [136, 137] is responsible for collecting crystal data from
up to 68 FE boards. Two extra FE links are dedicated to the readout of laser monitoring
data (pin diodes). The DCC also collects trigger data transmitted from the TCC modules
and the selective readout flags transmitted from the SRP system. A data suppression factor
near 20 is attained using a programmable selective readout algorithms. When operating
in the selective readout mode the SRP flags indicate the level of suppression that must be
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applied to the crystal data of a given FE readout. For the application of zero suppression,
time samples pass through a finite impulse response filter with 6 consecutive positions and
the result is compared to a threshold. If any time sample of the 6 has been digitized at a gain
other than the maximum, then zero suppression is not applied to the channel.

Data integrity is checked, including verification of the event-fragment header, in particu-
lar the data synchronization check, verification of the event-fragment word count and ver-
ification of the event-fragment parity bits. Identified error conditions, triggered by input
event-fragment checks, link errors, data timeouts or buffer memory overflows are flagged in
the DCC error registers and incremented in associated error counters. Error conditions are
flagged in the DCC event header.

Input and output memory occupancy is monitored to prevent buffer overflows. If a first
occupancy level is reached, the Trigger Throttling System (TTS) signal “Warning Overflow”
is issued, requesting a reduction of the trigger rate. In a second level a TTS signal “Busy”
inhibits new triggers and empty events (events with just the header words and trailer) are
stored. DCC events are transmitted to the central CMS DAQ using the S-LINK64 [42, 43]
at a maximum data rate of 528 MB/s, while an average transmission data flow of 200 MB/s
is expected after ECAL data reduction. Laser triggers (for crystal transparency monitoring)
will occur with a programmable frequency and synchronously with the LHC gap. No data
reduction is applied for these events, which are readout following a TTC test enable com-
mand. A VME memory is used for local DAQ, allowing VME access to physics events and
laser events in spy mode.

The selective readout processor (SRP) [138] is responsible for the implementation of the se-
lective readout algorithm. The system is composed by a single 6U-VME crate with twelve
identical algorithm boards (AB). The AB computes the selective readout flags in different cal-
orimeter partitions. The flags are composed by 3 bits, indicating the suppression level that
must be applied to the associated readout units.

4.2.3 Trigger and readout

The ECAL data, in the form of trigger primitives, are sent to the Level-1 calorimeter trigger
processor, for each bunch crossing. The trigger primitives each refer to a single trigger tower
and consist of the summed transverse energy deposited in the tower, and a compactness bit,
which characterizes the lateral extension of the electromagnetic shower. The accept signal,
for accepted events, is returned from the global trigger in about 3 µs. The selected events are
read out through the data acquisition system to the Filter Farm where further rate reduction
is performed using the full detector data.

The readout system is structured into sets of 5×5 crystals. The FE card stores the data, in
256-clock cycles deep memory banks, awaiting a Level-1 trigger decision during at most 128
bunch crossings after the collision occurred. It implements most of the Trigger Primitives
Generation (TPG) pipeline (Section 4.2.4). In the barrel, each FE is served by 3 optical links:
2 dedicated fibres for sending the data and trigger primitives respectively, and a third link
which transmits the clock, control and Level-1 trigger signals.

In the barrel, these 5×5 crystal sets correspond to the trigger towers. Each trigger tower is
divided into 5 φ-oriented strips, whose energy deposits are summed by the FE board trigger
pipeline to give the total transverse energy of the tower, called the main trigger primitive.
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In the endcaps, the readout modularity maps onto the 5×5 mechanical units (supercrystals).
However the sizes of the trigger towers vary in order to approximately follow the η, φ geom-
etry of the HCAL and Level-1 trigger processor. The supercrystals are divided into groups
of 5 contiguous crystal. These groups are of variable shape and referred to as pseudo-strips.
The trigger towers are composed of several pseudo-strips and may extend over more than
one supercrystal. Since the readout structure does not match the trigger structure, only the
pseudo-strip summations are performed on the detector. The total transverse energy of the
trigger tower is computed by the off-detector electronics. Hence, each endcap FE board is
served by 7 optical links, 5 of them being used to transmit the trigger primitives.

After time alignment (Section 4.2.7) the ECAL trigger primitives are sent to the regional cal-
orimeter trigger, via 10-m-long 1.2 Gb/s electrical cables, where together with HCAL trigger
primitives, the electron/photon and jets candidates are computed as well as the total trans-
verse energy.

4.2.4 Trigger primitive generation

The TPG logic implemented on the FE boards combines the digitized samples delivered by
the VFE boards to determine the trigger primitives and the bunch crossing to which they
should be assigned. The logic must reconstruct the signal amplitude to be assigned to each
bunch-crossing from the continuous stream of successive digitizations.

The TPG logic is implemented as a pipeline, operated at the LHC bunch crossing frequency.
The trigger primitives are delivered to the regional calorimeter trigger after a constant la-
tency of 52 clock cycles, of which 22 are used for the transmission over the optical fibres and
cables. The signal processing performed in the VFE and FE barrel electronics has a total du-
ration of only 17 clock cycles. The remaining part of the latency is mainly due to formatting
and time alignment of the digital signals. Ideally, the output of this processing should be a
stream of zeroes, unless there is a signal in the tower resulting from a bunch crossing exactly
17 clock cycles before. In this case the output is a word encoding the summed transverse
energy in the tower together with the compactness bit. The endcap pipeline is split between
the on-detector and off-detector electronics and implements very similar algorithms. The
trigger primitives are expected to be delivered to the regional calorimeter trigger in 50 clock
cycles in the endcap case.

The trigger primitive generation was studied using data taken in a test beam in November
2004. Electron beams with energies ranging from 15 to 120 GeV were used. In the test-beam
experiment, electrons hit the detector at random times with respect to the 40 MHz clock used
for sampling the analogue signals. Moreover, the parameters loaded in the chips (intercal-
ibration constants and amplitude filter coefficients) were not optimized and only a limited
amount of data were recorded. In order to assess the quality of the trigger primitives in the
full range of energy and in LHC-like conditions, a functional model of the trigger primitives
electronics and a Monte-Carlo simulation, based on GEANT4, has been developed to repro-
duce the online processing of electromagnetic showers. The actual noise characteristics of
the VFE electronics were introduced by superimposing onto the simulated digital responses
the recorded electronics responses of channels when the beam was off. The full simulation
chain was tuned on the recorded data events in order to obtain a perfect matching of the
simulation results with respect to the trigger primitives recorded online.

The response of the trigger primitives generation was first studied in 2 different geomet-
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rical configurations, namely with the electron impact in the centre and in the corner of a
trigger tower. For both configurations, the TPG shows good linearity versus the energy of
the impinging electrons. Using the full simulation, the resolution expected for the ECAL
electronics chain processing the trigger primitives was estimated. Figure 4.4 shows the rela-
tive resolution of the total transverse energy of an electromagnetic shower at the level of the
ECAL trigger primitive generation. Two sets of points corresponding to the 2 geometrical
configurations are presented in this figure. There is very little difference in the ECAL trigger
primitives generated in these 2 extreme configurations.

Figure 4.5 shows the bunch crossing identification efficiency (BCID) versus the total trans-
verse energy of the electromagnetic shower. The BCID for electromagnetic showers with
energy ≥ 1 GeV is almost 100%. These characteristics will enable the time alignment of the
trigger primitives (Section 4.2.7) to be performed without difficulty.
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Figure 4.4: Trigger primitive resolution function (Monte Carlo simulation tuned using exper-
imental data). Star markers refer to electrons impacting the centre of a trigger tower, while
the circle markers refer to impacts at the corner of a trigger tower.

4.2.5 Selective readout

About 100 kB per event has been allocated for ECAL data. The full ECAL data for an event,
if all channels are read out, exceeds this target by a factor of nearly 20. Reduction of the data
volume, “selective readout”, can be performed by the Selective Readout Processor [133, 138]
so that the suppression applied to a channel takes account of energy deposits in the vicinity.
For the measure of the energy in a region, the trigger tower sums are used. In the barrel the
readout modularity corresponds exactly to the 5×5-crystal trigger towers. In the endcap, the
situation is more complex. The simplified and illustrative description below is given for the
barrel case.

The selective readout algorithm classifies the trigger towers of the ECAL into 3 classes using
the Level-1 trigger primitives. The energy deposited in each trigger tower is compared to 2
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Figure 4.5: Bunch crossing assignment efficiency (Monte Carlo simulation tuned using ex-
perimental data).

thresholds. Trigger towers with an energy above the higher threshold are classified as high
interest trigger towers, those with an energy between the 2 thresholds as medium interest,
and those with an energy below the lower threshold as low interest trigger towers.

Figure 4.6: Selective readout regions. The figure illustrates the case of one trigger tower with
a high transverse energy deposit (above the higher threshold HT, in black): the crystals of
the 3×3 trigger-tower matrix around this trigger tower are read without zero suppression
threshold. The crystals of the trigger tower with a medium transverse energy deposit (be-
tween the higher and lower thresholds, HT and LT, in dark grey) are also read without zero
suppression. The remaining towers, shown in grey, are read out with zero suppression

These classifications, illustrated in Fig. 4.6, can be used flexibly to implement a range of
algorithms by using different thresholds to define the classes, and different suppression lev-
els for the readout of the channels within each class. The algorithm currently used in the
simulation provides adequate data reduction even at high luminosity. The algorithm func-
tions as follows: if a trigger tower belongs to the high interest class (ET > 5 GeV) then the
crystals of this trigger tower and of its neighbour trigger towers (225 crystals in the barrel
case) are read with no zero suppression. If a trigger tower belongs to the medium interest
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class (ET > 2.5 GeV), then the crystals of this trigger tower (25 crystals in the barrel case)
are read with no suppression. If a trigger tower belongs to the low interest class and it is
not the neighbour of a high interest trigger tower, then the crystals in it are read with zero
suppression at about 3σnoise.

For debugging purpose, the selective readout can be deactivated and either a global zero sup-
pression (same threshold for every channel) or no zero suppression applied. Even when the
selective readout is not applied the selective readout flags are inserted into the data stream
and can be used offline for debugging purpose.

4.2.6 Preshower electronics

The preshower electronics can best be described in 2 parts: on-detector and off-detector,
both of which are described in more detail in [139]. Figure 4.7 shows a schematic view of the
complete electronics chain with this division marked.
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Figure 4.7: Preshower electronics chain.

4.2.6.1 On-detector electronics

Each of the approximately 4300 32-channel silicon sensors in the Preshower detector is DC-
coupled to a front-end ASIC (PACE3 [140]) that performs preamplification, signal shaping
and voltage sampling into a high dynamic range 192-cell deep analogue memory at 40 MHz.
For each Level-1 trigger received, 3 consecutive cells of the memory, corresponding to sam-
ples on the baseline, near the peak and after the peak, are read-out for all 32 channels through
a 20 MHz multiplexer. The PACE3 has a switchable gain:
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• Low gain: For normal physics running with a high dynamic range (0–1600 fC1)
with a S/N of around 3 for a single MIP,

• High gain: For calibration purposes, with a reduced dynamic range (0–200 fC) but
with a S/N approaching 10 for a single MIP.

The PACE3 has many programmable features, including an internal injection pulse that is
used to intercalibrate the 2 gains, programmable biases and currents through 8-bit DACs,
variable latency, etc. The DACs can be calibrated via multiplexed analogue outputs to
DCU25F chips mounted on the same front-end hybrids as the PACE3. The sensor and hybrid
are mounted on a ceramic support and an aluminium “tile” that allows overlapping of the
sensors in one dimension, to form a “micromodule”. The micromodules are then mounted
on the absorber plates. To avoid DC-coupling (and associated noise problems) of the sen-
sor/electronics to the absorber planes, the aluminium tiles are constructed in 2 parts, with a
glass-fibre insulation layer between.

Groups of 7, 8 or 10 micromodules are connected, via polyimide cables embedded in the
front-end hybrids, to “system motherboards” (SMBs). The SMBs contain AD41240 12-bit
ADCs for digitizing the analogue data from the PACE (1 ADC is used for 1 or 2 PACE3). The
digital data from up to 4 PACE3 are then formatted and packaged by a second Preshower
ASIC called the K-chip [141]. The K-chip also performs synchronization checks on the data,
adds bunch/event counter information to the data packets, and transmits the data to the off-
detector VME electronics via gigabit optical hybrids (GOH). The SMB also contains an im-
plementation of the CMS Tracker control system, based on the CCU25 chip and its associated
PLL25, QPLL, LVDSmux4p and LVDSbuf. The CCU25 provides a method to communicate
to the K-chips and PACE3s via the I2C protocol, to program registers, etc. The combination
of micromodules and an SMB, along with heatsinks and an aluminium baseplate, forms a
“ladder”.

Groups of up to 12 ladders are connected via polyimide cables to form “control rings”. Each
of these control rings communicates to the off-detector board “Clock and Control System”
(CCS) modules via digital opto-hybrids (DOH) mounted on 2 of the SMBs in the control ring
(for redundancy purposes). Each Preshower plane contains 12 control rings. There are thus
48 control rings for the complete Preshower system.

4.2.6.2 Off-Detector electronics

The Preshower does not contribute to the Level-1 trigger. Consequently there are only 2 main
parts to the off-detector electronics: the CCS module and the preshower data concentrator
card - ES-DCC.

The CCS module is identical to that used by the EB and EE, except that for the ES only 3 or 4
of the 8 FEC mezzanines are mounted. One CCS module communicates with 3 or 4 control
rings.

The ES-DCC reads the raw data from multiple GOH and performs bunch-crossing assign-
ment, pedestal subtraction, common-mode rejection, charge reconstruction and zero sup-
pression (threshold application), before formatting and sending sparsified data to the central
DAQ via the S-LINK64 interface.

1A single minimum ionizing particle deposits around 3.6 fC in the 320 µm silicon sensors.
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A “spy mode” will also be implemented, allowing full (non-zero-suppressed) data to be
transferred to a local DAQ via the VME backplane or via the S-LINK64 (special condition,
not during normal physics running). This will be used for startup conditions, pedestal runs,
etc.

The design of the ES-DCC is ongoing, but will be largely based upon the ECAL DCC. The
number of optical inputs may be reduced for the ES due to the larger amount of internal pro-
cessing required in comparison to the EB and EE. The number of Slink64 conections reserved
for the ES is 56, setting an upper limit to the number of ES-DCC.

4.2.7 Synchronization

In this section the procedures of synchronization of individual readout channels, as well as of
the trigger primitives are described. A further issue related to timing, a procedure to verify
the constancy of the phase of the sampling clock with respect to the signals is also discussed.

4.2.7.1 Readout synchronization

After digitization, data are held in a buffer pipeline awaiting a possible Level-1 Accept deci-
sion. If such a decision is given, the data are read out. The Level-1 Accept corresponding to
a given bunch crossing has to match the data from the same bunch crossing. For the ECAL
this means, in particular, that the sample corresponding to the maximum has to be propa-
gated to the DAQ at a fixed position in the 10-sample timeframe which is read out. This can
be achieved by setting the readout pointers in the pipeline memories inside the FE boards.
The most important source of variation between the pointer values among the channels of a
supermodule is due to the Level-1 signal distribution and is in the range of 2 to 3 units of the
40 MHz clock. The values of the readout pointers will be obtained during the commission-
ing period of the supermodules prior to their installation in the CMS detector. Laser pulses
are sent to every channel and the corresponding 10-sample frames are analysed offline. The
readout pointer values can be easily deduced from the position of the maximum of the dig-
itized pulses inside the 10-sample streams. Correction of these settings will be calculated
using the a priori knowledge of the different mean time of flight of the particles reaching the
different parts of ECAL.

Because ECAL data is also sent to the Level-1 trigger, 2 possibilities exist for monitoring of
the synchronization of the readout pipelines. They both are based on the generation of the
Trigger Primitives. In the first method, a full readout is made of all trigger towers above
a threshold of 1-2 GeV and a stream of 16 samples is extracted from the pipeline memory.
An offline comparison of the recorded trigger primitives with the results of an emulation of
the TPG (based on the recorded 16-sample stream) allows the readout synchronization to be
verified. This is achieved by requesting that the results of the emulation match perfectly the
online values of the TPG in the same trigger tower. A second method based on the same
technique developed for the trigger primitives synchronization is described below.

4.2.7.2 Trigger Primitives synchronization

The CMS trigger system is a pipelined and synchronous system working at the LHC refer-
ence clock frequency. At each processing stage trigger data must be synchronized. The trig-
ger primitives generated by the front-end electronics are collected by the Trigger Concentra-
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tor Cards (TCC) which are part of the off-detector electronics. They are sent to the Regional
Calorimeter Trigger which combines them in order to extract the total transverse energy in
a pair of trigger towers. Non-negligible differences on the trigger primitives arrival time to
the processors are introduced by different particle flight paths, different optical transmission
fibre lengths and different phase lock delays in the electronic serializers. Thus a synchroniza-
tion procedure is necessary. The synchronization is performed in the Synchronization and
Link Board (SLB), a mezzanine board of the TCC. Trigger channel synchronization relies on
the TTC Bunch Crossing Zero (BC0) broadcast command that can be adjusted relative to the
LHC orbit signal, on a synchronization FIFO and on an accumulator histogram that reflects
the LHC bunch crossing structure. A common hardwired control signal distribution guaran-
tees aligned trigger data transmission through all high speed (1.2 Gb/s) transmission links.
The SLB trigger channel accumulator histograms are analysed by an online readout program
which is responsible for setting-up the trigger channel synchronization before data taking.

Trigger channel occupancy at each bunch crossing is dominated by minimum bias events.
Simulations with a minimum-bias event rate corresponding to low luminosity (L = 1032

cm−2 s−1) give a trigger channel occupancy of 0.8 × 10−4 at transverse energies higher than
1.0 GeV. Although lower transverse energies imply higher channel occupancy and faster
accumulation histogramming, energy deposits near the tower noise have lower BCID ef-
ficiency. For energies higher than 1.0 GeV the BCID filter can be considered fully (100%)
efficient. A Poisson generator was used to simulate particle collisions along the LHC orbit
for this level of occupancy.

Channel synchronization relies on a correct identification of the LHC bunch structure. The
channel alignment can be investigated using the discrete correlation function between the
ideal bunch structure and the structure acquired in the SLB trigger channel accumulator.
In Fig. 4.8 are shown the correlation curves after 2 minutes and 25 minutes of a LHC run
for the barrel case. As expected the maximum of the correlation function is obtained for a
correct alignment (∆BX=0). The errors associated with the correlation points decrease with
the acquisition time since higher statistics are acquired, therefore the correlation peak become
more significant for long acquisition periods. The plot in Fig. 4.9 represents the correlation
significance as a function of the accumulation time.

Correct alignments can be considered to be obtained if the significance is greater than 5.
This is achieved after 5 minutes of LHC run. For high luminosity (L = 1034 cm−2 s−1),
the same performance would be obtained a hundred times faster, i.e. in 3 seconds. Using the
same time alignment procedure for the endcap part would require an acquisition time longer
because in this case the procedure is applied to the pseudo-strip signals. Calorimeter trigger
channel synchronization using identification of the LHC bunch structure can be considered
an efficient and fast process.

4.2.7.3 Phase adjustment monitoring

As described in Section 4.2.1 each individual signal is sampled with a 40 MHz clock and dig-
itized by an ADC after amplification. From the recorded set of sample values the amplitude
of the corresponding signal can be reconstructed. The amplitude reconstruction procedure
presented in Section 4.3 assumes the phase of the sampling clock with respect to the signal
to be fixed and constant. A verification procedure to ensure this will be necessary.

The clock distribution system allows adjustment of the phase of the sampling clock by steps
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Figure 4.8: Correlation curves between ideal LHC bunch structure and the bunch structure
acquired in the SLB trigger channel accumulator (after 2 and 25 minutes) as a function of the
bunch crossing phase between the 2 structures.
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Figure 4.9: Peak significance for the correlation function after a given accumulated period
(barrel case).
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of 1 ns in a range of 25 ns for groups of 25 channels (corresponding to a trigger tower in the
barrel and a supercrystal in the endcap).

The phase of signals in the installed detector, before any adjustment, will not be constant
across the detector because of the geometry and architecture of the clock distribution, and
because of the different time of flight from the interaction point to the detector. Laboratory
measurements, performed on a large fraction of the final VFE electronics channels, show that
the total spread of the peaking time distribution is less than 1 ns.The time of flight ranges.
from 3.9 ns for η = 0 to 10.2 ns at η = 1.5.

Event-to-event phase variation caused by fluctuations on the time of flight because the lon-
gitudinal spread in the position of the primary vertex is less than ±0.2 ns. Such fluctuations
should not be of any consequence.

In order to adjust the sampling phase and subsequently verify that it remains constant, it is
proposed to measure the phase using a digital filtering technique. This technique has been
tested on beam data recorded in 2004. Figure 4.10 shows the distribution of the resolution
of the difference between the time extracted using the digital filtering technique and the test
beam trigger time (given by TDC) as a function of signal amplitude. The signal amplitude is
expressed in units of the noise (i.e. around 40 MeV). It can be seen that a resolution less than
1 ns can be achieved for signals with an amplitude greater than 2 GeV. It has been shown
that this time resolution is dominated by the test beam trigger timing measurement, which
amounts to 0.6–0.7 ns.
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Figure 4.10: Resolution of the digital filtering technique versus the amplitude of the pulse
expressed in units of noise.

4.3 Detector performance
In November 2004 a complete barrel supermodule (SM10) fully equipped with near final
electronics was tested with high energy electrons (20 ≤ E ≤ 250 GeV) in the CERN H4 beam
line. The data taken have allowed verification of the performance of a completed element of
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the final detector. Detailed studies have been made of amplitude reconstruction, electronics
noise and energy resolution. The results of these studies is summarized in this section.

The ECAL performance for unconverted photons or for electrons in the test beam, is entirely
dominated by contributions from effects which have to be added to the shower simulation.
This is done when the electronics response is simulated—the “digitization” simulation. The
results presented below make it clear that the values used for two of the most important of
these contributions, noise and photo-statistics, are consistent with what is measured in data.
The results also verify that the algorithm used to reconstruct the signal magnitude from a
time frame of consecutive digitizations does not itself add a contribution to the energy reso-
lution. The most important contribution to the intrinsic ECAL performance, intercalibration,
is the subject of Section 4.4.

4.3.1 Amplitude reconstruction

The raw data for a single channel consists of a series of consecutive digitizations of the signal
making up a time frame. The number of samples is adjustable (2+4n) with a default of 10.
The digitizations are made at the bunch crossing frequency of 40 MHz using an ADC clock
that is locked to the LHC bunch structure. The timing of the signal will be adjusted in LHC
running so that the signal pulse maximum corresponds to one of the samplings. The channel
to channel variation, after this adjustment, is expected to be less than 1 ns.

The simplest method of reconstructing the amplitude is to take the sampling on the max-
imum as the measurement of the signal. However, one of the reasons for reading out a
larger number of samples is to allow more sophisticated digital processing of the signal to
reduce the noise contribution. The other reason is to enable identification of out-of-time
(other bunch-crossing) pile-up. The signal amplitude is computed as a linear combination of
discrete time samples as shown in equation 4.1.

Â =
i=N∑
i=0

wi × Si (4.1)

where wi are the weights, Si the time sample values in ADC counts and N is the number of
samples used in the filtering. The weights are determined to minimize the noise contribution.
Details of the mathematical formalism of the optimization procedure can be found in [142].

4.3.1.1 Test beam studies

The shape of the signal pulse as a function of time is shown in Fig. 4.11. If there are no
correlations of noise between time samples, the total noise level decreases with the number
of samples used in the reconstruction. With the shape shown in Fig. 4.11, the use of 5 samples
to reconstruct the amplitude should give noise level about 40% lower than the single sample
noise. Considering more than 5 samples does not significantly improve the reduction of the
noise.

Test beam data have been used to study the choice of amplitude reconstruction algorithm [143].
It is observed that the correlations between the samplings prevent the 40% noise reduction
factor being achieved. The noise level obtained using 5 samples is very similar to that ob-
tained from a single sample. There is also some noise correlation between nearby channels,
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Figure 4.11: Profile of the signal pulse from a crystal of the SM10 supermodule using an
electron beam of 120 GeV.

so that the noise measured in a sum of 25 channels (a typical cluster size used for ECAL
shower reconstruction) is, in fact, slightly worse when the reconstruction uses 5 samples
rather than a single sample.

This correlation is due to the presence of a small level of low frequency noise (i.e., noise at
a much lower frequency than the 40 MHz digitization) that remains despite the grounding
and screening. Because of this, the signal pulse sits on a baseline which varies from event
to event. The weights can be determined so as to remove this varying pedestal. This is
best done by additionally using samplings taken before the signal pulse together with the
signal samplings. Using 3 samplings taken before the signal pulse, and 5 samplings on the
signal pulse reduces the total noise seen in a sum of 25 channels by 20% as compared to
what is measured by reconstruction with a single sampling followed by pedestal subtraction
using an average pedestal value. With this reconstruction the total noise seen in a sum of
25 channels is almost exactly 5 times the noise seen in a single channel showing that the
coherent noise has been very effectively removed. The average value of the noise seen in
1000 channels in supermodule tested in the H4 test beam in October 2004 is slightly less than
40 MeV. The implementation of a noise covariance matrix, and its use in the derivation of the
weights does not improve the noise performance.

The optimization of the weights to minimize the noise contribution is insensitive to the small
variation of signal pulse shapes present in the supermodule tested. Thus it is possible to use
a single set of weights, which can be determined before LHC startup, for the amplitude
reconstruction of all channels.

Small variations of the pulse maximum timing from channel to channel generate a small bias
in the reconstructed amplitude which, in the absence of any precise overall absolute calibra-
tion, are simply swallowed by the intercalibration of the calorimeter. Systematic variation of
the timing of maximum might result in an unacceptable variation of the channel response
with time. A shift of 1 ns corresponds to a response variation of about 0.02%, but a shift of
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3 ns corresponds to 0.2%. To prevent degradation of the resolution induced by such varia-
tion, the time of maximum must be carefully monitored.

The reconstruction of the signal is affected by jitter on the timing. The expected jitter in LHC
running is about 0.2 ns, dominated by the longitudinal spread of the interaction vertex. The
resolution is not degraded by such a small uncertainty on the signal timing.

4.3.1.2 Use of other MGPA gain ranges

For signal pulses resulting from very large energy deposits in a single crystal (E > 160 GeV
in the barrel, and E > 300 GeV in the endcap) the data-frame contains samples in differ-
ent MGPA gain ranges. Reconstruction using the peak sample alone greatly simplifies the
treatment of such data-frames, and the noise is negligible at these energies. The relative cali-
bration of the different ranges must be determined precisely to avoid any degradation of the
resolution in gain transition and introducing a nonlinearity of the response.

Further details concerning the amplitude reconstruction, the determination of gain ratios,
the effect of pile-up, as well as the complications of reconstructing test beam data where the
ADC clock is asynchronous with respect to the signal pulse, are given in [143].

4.3.2 Energy resolution in test beam

4.3.2.1 Resolution for central impact

Showers in the ECAL are reconstructed by building clusters of crystals. In the test beam the
best performance is obtained using a simple sliding window centred on the crystal having
the maximum energy, summing 3×3 or 5×5 crystals. The energy contained in such a cluster
varies with the shower position. The simplest verification of the performance of the ECAL
is provided by a measurement of the energy resolution when the incident electrons are re-
stricted, using the position measured in a set of beam hodoscope detectors, to a small region
so that this variation is negligible. Figure 4.12 shows examples of the distribution of the
reconstructed energy, fitted by a Gaussian to obtain the energy resolution σE/E.

4.3.2.2 Resolution for uniform impact

The test beam data was taken using a trigger covering a 20×20 mm2 area, roughly matching
the beam size (σ ≈ 10 mm) and only slightly smaller than the crystal granularity. When re-
constructing showers from incident electrons spread over this area the energy resolution can
be improved by making a correction for the varying containment as a function of the shower
position as measured by the ECAL. In the analysis reported here, the position was measured
independently in the 2 lateral coordinates using the logarithm of the ratio of crystal energies
on either side of a reference line defined by the crystal edge. A single correction function,
parameterized from the data, was used for all energies, and for all regions in the supermod-
ule. Excellent performance is obtained even, for example, for runs where the supermodule
was positioned such that the beam (and the 20×20 mm2 trigger) was centred on the corner of
a crystal. Figure 4.13 shows an example of the energy reconstructed in such a case, together
with the energy distribution before applying the correction.
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Figure 4.12: Distribution of the energy reconstructed in (a) a 3×3 cluster and (b) a 5×5 cluster,
when 120 GeV electrons are incident in a 4×4 mm2 region.
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Figure 4.13: Distribution of the energy reconstructed in a 3×3 cluster when the beam of
120 GeV electrons is centred on a crystal corner. The outline histograms show the energy
reconstructed before applying the energy containment function.
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4.3.2.3 Energy resolution as a function of energy

The energy resolution, measured by fitting a Gaussian function to the reconstructed energy
distributions, has been parameterized as a function of energy,

(
σ

E

)2

=
(
S√
E

)2

+
(
N

E

)2

+ C2, (4.2)

where S is the stochastic term, N the noise and C the constant term. As presented earlier,
Fig. 1.7 shows an example of the energy resolution as function of energy, together with the
fitted function. Similar results are obtained for sets of data (energy scans) taken throughout
the supermodule. The upper series of points are the resolution values obtained from fits to
the energy distribution obtained for unselected events taken with a 20×20 mm2 trigger and
reconstructed using the containment correction described in the previous section. The lower
series of points are obtained from events selected to fall within a 4×4 mm2 region. Due to
the tight selection, the statistical error on the measured energy resolution in the lower set is
rather large for some data points.

4.4 Calibration and alignment
Calibration is a severe technical challenge for the operation of the CMS ECAL. It is naturally
seen as composed of a global component, giving the absolute energy scale, and a channel-to-
channel relative component, which is thereafter referred to as intercalibration.

Many small effects which are negligible at low precision need to be treated with care as the
level of precision of few per mil is approached. The essential issue is stability in both time
and space, so that showers in different locations in the ECAL in data recorded at different
times are accurately related to each other.

The main source of channel-to-channel response variation in the barrel is the crystal-to-
crystal variation of scintillation light yield which has an RMS of ≈ 8%. In the endcap the
VPT signal yield, the product of the gain, quantum efficiency and photocathode area, has
an RMS variation of almost 25%. The nature and technology of the ECAL provides no con-
venient or a priori way of intercalibrating the channels and the target precision can only be
achieved using physics events. Over the period of time in which the physics events used to
provide an intercalibration are taken the response must remain stable and constant to high
precision. Where there is a source of significant variation, as in the case of the changes in
crystal transparency caused by irradiation and subsequent annealing, the variation must be
precisely tracked by an independent measurement. The changes in crystal transparency are
tracked and corrected using the laser monitoring system.

The final goal of the calibration strategy is to achieve the most accurate energy measurement
for electron and photons. Schematically the reconstructed energy might be decomposed to 3
factors,

Ee,γ = G×F ×
∑

i

ci ×Ai, (4.3)

where G is a global absolute scale. The function F is a correction function depending on
the type of particle, its position, its momentum and of the clustering algorithm used. The
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ci factors are the intercalibration coefficients while the Ai are the signal amplitudes, in ADC
counts, which are summed over the clustered crystals.

The correction function F , discussed in more detail in Chapter 10, corrects for energy loss
due to bremsstrahlung and various containment variations. In the current working model,
F =1 is chosen for the reference 5×5 crystal shower reconstruction algorithm, used for un-
converted photons, or for electrons in the test beam. Different reconstruction algorithms are
used to estimate the energy of different electromagnetic objects, i.e., unconverted photons,
electrons and converted photons, each of them having their own correction functions. At
present these “algorithmic” corrections are obtained from the simulated data by accessing
the generated parameters of the Monte Carlo simulation. For some of the corrections, for ex-
ample the containment corrections, this is an acceptable procedure provided that test beam
data is used to verify the simulation, so that, in effect, the simulation is being used only as
a means of interpolating and extrapolating from data taken in the test beam. In other cases,
where the test beam provides no useful information, for example in issues related to conver-
sions and bremsstrahlung radiation in the tracker material, it is necessary to use information
that can be obtained from data taken in situ with the running detector. Two particularly use-
ful channels which can be used to obtain such information are under investigation: Z → ee,
and Z → µµγ (the photon coming from inner bremsstrahlung). The latter, in the case of
unconverted photons, is also able to set the global scale G.

Preliminary estimates of the intercalibration coefficients ci are obtained from laboratory mea-
surements of crystal light yield, test beam precalibration of some supermodules, and the
commissioning of further supermodules with cosmic rays. Imposing the φ-independence
of energy deposited in the calorimeter can be used to rapidly improve on this start-up in-
tercalibration for fixed η regions. The method of intercalibration with physics events that
has been investigated in the most detail, uses the momentum of the abundant electrons as
measured in the tracker, mainly from W → eν, which have a similar pT to the photons of
the benchmark channel H → γγ. A complementary method, not relying on the momentum
measurement, is based on π0 → γγ and η → γγ mass reconstruction.

The achievable precision, the methods used, and the path to full precision will be a function
of time and available luminosity.

4.4.1 Intercalibration at start-up

4.4.1.1 Laboratory measurements

The calorimeter is being assembled in 2 regional centres: at CERN and at INFN-ENEA
Casaccia near Rome. During the assembly phase, all the detector components are charac-
terized [144, 145] and the data are saved in the construction database. It is thus possible to
predict the calibration ci of each channel i using the laboratory measurements as

1
ci
∝ LY · εQ · cele ·M, (4.4)

where LY is the Light Yield of the crystals, M and εQ are respectively the gain and quantum
efficiency of the photo-detectors and cele is the calibration of the electronics chain. The crystal
LY is measured in the laboratory with a photo-multiplier tube, exciting the crystal with a
60Co source. This gives an average LYPMT for the PbWO4 crystals of 10 pe/MeV at 18◦C.
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It is a delicate and difficult measurement because the PbWO4 crystals have a rather low LY
and the energy of the 60Co γ is only 1.2 MeV. Due to the different percentage of the crystal
rear face covered by the PMT with respect to the VPT or APD and to the quantum efficiency,
different values are measured in equipped ECAL units: ≈ 4.5 pe/MeV for the barrel chan-
nels read out with APDs and a similar number in the endcap channels read out by VPTs
(the larger surface area of the VPT photocathodes being balanced by the higher quantum
efficiency of the APDs).

The measurements span about 7 years of crystal production, so the stability of the LY bench
calibration is crucial and is constantly controlled using reference crystals. The LY measure-
ment of each crystal is rescaled using the daily reference crystal measurements [146].

The laboratory LY measurement can be improved exploiting the correlation between the
crystal LY and the Longitudinal Transmission at 360 nm (LTO360). The latter can be measured
with better precision and stability [147, 148].

Test-beam intercalibration constants, as described in Section 4.4.1.2, can be used to mea-
sure the precision achieved by laboratory estimations of intercalibration. Figure 4.14a shows
the intercalibration coefficients calculated from laboratory measurements plotted against the
test-beam measurements. Figure 4.14b shows that a resolution of about 4% is obtained with
this method.
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Figure 4.14: (a) Intercalibration coefficients obtained with supermodule 10 at the 2004 test-
beam with high energy electrons versus intercalibration coefficients calculated from labora-
tory measurements and (b) distribution of the fractional difference between the laboratory
estimated coefficients and coefficients measured in the test-beam.

4.4.1.2 Testbeam precalibration

The intercalibration method presented here was developed using test beam data taken at
CERN between year 2000 and 2004. In the test beam, supermodules are mounted on a ro-
tating table which allows rotation in both the η and φ coordinates and a full scan of the
supermodules with high energy electron beams. The electron position is measured with a
set of hodoscopes.

The response of a single crystal to electrons depends on the electron impact position. The
dependence in the 2 lateral coordinates can be factorized and fitted with a 4th order polyno-
mial separately. The corrected response of the single crystal Scorr can be obtained from the
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measured amplitude Smeas as:

Scorr = Smeas

Pmax
x Pmax

y

Px(x)Py(y)
, (4.5)

where x and y are the measured positions of the incident electron in the two lateral coordi-
nates, and Pmax

x,y is the maximum of the polynomial. Figure 4.15 shows the fit and the crystal
response after correction. Only the events impinging in a central 7×7 mm2 window are used,
(about 25% of events taken with a 20×20 mm2 trigger). The intercalibration coefficients ci for
crystal i are defined as the ratio of the mean value of the corrected response with respect to
a reference value.

Y (mm)
-6 -4 -2 0 2 4 6

A
D

C
 c

o
u

n
ts

5200

5250

5300

5350

5400

5450

5500

5550

5600

5650

5700

a)

Y (mm)
-6 -4 -2 0 2 4 6

A
D

C
 c

o
u

n
ts

5200

5250

5300

5350

5400

5450

5500

5550

5600

5650

5700

b)

Figure 4.15: a) Polynomial fit to energy in a single crystal as a function of a lateral coordi-
nate; b) energy in a single crystal as a function of a lateral coordinate after application of
polynomial corrections for both lateral coordinates.

The statistical uncertainty remains negligible (less than 0.1%) provided that at least 1000
events are taken per crystal. Several tests have been done to evaluate the robustness of this
method: using a different polynomial for each crystal or the same polynomial for all crystals.
The intercalibration precision, when these constants are used in situ, is expected to be limited
by variations occurring in the time between their determination in the test beam and their
utilization in the installed detector.

At least 5 supermodules will be precalibrated in the H4 beam during the summer of 2006.
The same supermodules will also be calibrated with cosmic rays, as described in Section 4.4.1.3
in order to compare the response of the 2 methods. It is foreseen to repeat the precalibration
of at least one supermodule in order to quantify the reproducibility of the procedure, and
the transportation of the constants over a period of a couple of months.

4.4.1.3 Measurements with cosmic ray muons

Intercalibration coefficients for barrel supermodules are also obtained using cosmic muons
which are well aligned with the crystal axes [149]. For this measurement the APD gain is
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increased by a factor 4 with respect to the gain to be used during normal data taking by
increasing the bias voltage.
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Figure 4.16: Scatter plot of E1 vs E2 in real cosmic muon data (a) and in simulation (b). The
number of events in the plots corresponds to 41 hours for the data and to 1 week for the
simulation. Edge crystals have been excluded.

The feasibility of this method was verified by measurements on a supermodule which was
exposed to cosmic ray muons for 41 hours in November 2004, and with a detailed GEANT4
simulation [150]. Good agreement was found between data and simulation. Well aligned
cosmic rays, giving a large signal in the crystal they pass through (E1), are selected by veto-
ing on signals above a rather low threshold in the adjacent crystal with highest signal (E2),
obviating the need for external tracking (Fig. 4.16).

In the region covered by the trigger, which roughly corresponds to Module 1, an agreement
of about 3% was achieved with respect to the testbeam calibration as shown in Fig. 4.17. The
statistical contribution to the overall uncertainty was estimated to be 2%.

Some difficulties emerge when calibrating edge crystals (for which the veto based on neigh-
bouring channels is inefficient) and the extreme crystals of Module 4 (due to the unfavorable
angle with respect to the dominant cosmic ray direction). However, by using a more selective
trigger setup in the cosmic telescope and by inclining the supermodule by ≈ 10◦, an overall
precision of 3% should be achievable in 1 week of data taking for channels in Modules 1–3,
and 3.5% for channels in Module 4.

4.4.2 Phi independence

A method taking advantage of the φ-symmetry of deposited energy to intercalibrate crystals
within rings at constant η has been studied. Intercalibration is performed by comparing the
total energy deposited in each crystal with the mean of the distribution of total energies for all
crystals at that pseudorapidity. Two choices of event trigger have been investigated: random
bunch crossings [151], and Level-1 jet triggers [152]. The results shown in the following are
based on a Level-1 jet-triggers simulated sample.
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Figure 4.17: Correlation between (a) the testbeam calibration coefficients and cosmic ray
muon coefficients, and (b) relative precision of the cosmic muon calibration constants. Only
those channels with more than 50 cosmic muon events are considered.

The value of the total transverse energy, ΣET, deposited in each crystal from all selected
events is determined. In the case of jet triggers, only crystals with transverse energy deposits
in the range 1 < ET < 6 GeV (barrel), and 1 < ET < 4 GeV (endcaps) contribute to the energy
sums The lower threshold excludes noise, and the upper threshold improves the stability of
the sums. In addition, in order to avoid trigger bias, crystals associated with the jet which has
triggered the event (the highest-ET jet in the event) are excluded by requiring that crystals
are separated from the position of the triggering jet by more than 1 rad. The intercalibration
precision for a given η is obtained from the Gaussian width of the distribution of ΣET for the
pair of rings of crystals at that absolute value of η. The precision is determined separately
for each of 85 pairs of rings in the barrel and 39 pairs of rings in the endcaps.

With perfect φ-symmetry the intercalibration precision is expected to vary as 1/
√
N , where

N is the number of events. A limit on the precision arises due to non-uniformities in φ, pri-
marily from the inhomogeneity of tracker material, but also from geometrical asymmetries
such as the varying off-pointing angle of endcap crystals, and the boundaries between barrel
supermodules. These non-uniformities result in a spread in the ΣET values which cannot
be reduced by increasing the statistics of the event sample. The limit s on the precision is
determined by calculating the precision for different of numbers of events, N , and fitting a
two parameter function

f(N) =
√
s2 + (m/

√
N)2.

to the measured points. The parameter, s, measures the limit on the attainable precision.
The technique has been tested directly by applying a set of miscalibration factors, chosen
randomly from a Gaussian distribution of width 4.5%, to crystals in a pair of rings, and
determining the residual miscalibration after correction. Figure 4.18 shows the distribution
of residual miscalibrations εR after 2 iterations of the correction procedure, obtained with
1.1×107 Level-1 jet trigger events. The Gaussian width of the distribution is (2.7±0.1)%.
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Figure 4.18: Distribution of residuals εR, for the 720 crystals in the pair of rings at |η| = 0.23,
after 2 iterations of the correction procedure, for 1.1×107 Level-1 jet trigger events.
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Figure 4.19: Intercalibration precision which can be obtained with 11 million Level-1 jet trig-
ger events and the limit on the intercalibration precision due to tracker material inhomo-
geneity as a function of η.

It can be seen in Fig. 4.19 that without using any knowledge about the material distribution
in the tracker, the limit on the precision is close to 1.5% throughout the barrel and between
3.0% and 1.0% for the fiducial region of endcaps. It can be expected that the limit on the
precision will be closely approached with a few tens of millions of events.

This is equivalent to about 10 hours of data taking, under the assumption that 1 kHz of
Level-1 bandwidth is allocated to single jet triggers, and that the calibration software has
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access to this rate, either running on the Filter Farm, or more probably, running offline on
a highly compacted data stream (a few tens of channels stored per event). With increasing
knowledge of the material distribution in the tracker, after the start of LHC running, the
attainable precision of the method is expected to increase, with the potential of providing
rapid and repeated calibration of the ECAL. Intercalibration of different η rings can be done
with one of the following methods.

4.4.3 Intercalibration using single electrons

Once the Tracker is fully operational and well aligned, intercalibration of different crystals
within a single module can be performed using the momentum measurement of isolated
electrons. The main difficulty in using electrons for intercalibration is that they radiate in the
tracker material in front of the ECAL, and both the energy and the momentum measurement
are affected. Moreover the average amount of bremsstrahlung varies with tracker material
thickness.

Detailed Monte Carlo simulation studies of calibration using electrons have been made using
fully simulated W → eν events, digitized with pile-up corresponding to low luminosity
(L = 2× 1033 cm−2 s−1) [153]. While the methodology and techniques used are applicable to
the whole ECAL, the characteristics of the events, the material budget and the geometry of
the detector differs between the barrel and the endcap regions, and the 2 regions have been
studied separately.

For these studies the ECAL energy was measured by summing the 5×5 array of crystals
around the crystal with the maximum signal (S25). In the endcap the energy measured in
the preshower and associated with the electron cluster is added to the energy summed in the
crystals. The energy in a cluster was used for intercalibration, rather than the single crystal
calibration used in the ECAL test beam. The cluster energy does not require the complexity
of a single crystal containment correction, which would always be a potential source of error.
Moreover, it makes better use of the available information by using also the energy deposited
in crystals other than the one containing most of the energy. The choice to use S25 rather
than the “superclustering” algorithms (Section 10.1), which are generally used for electron
reconstruction, was motivated by the wish to cleanly separate the intercalibration from the
algorithmic corrections required for the superclustering algorithms.

Each energy measurement contains the contribution of many crystals, each with its own
calibration constant. In order to extract those constants the individual crystal contributions
must be unfolded, while minimizing the difference between the energy and momentum mea-
surements. Two algorithms to achieve this minimization have been considered: an iterative
technique which was used for the in-situ calibration of the BGO crystals in the L3/LEP ex-
periment [154] and a matrix inversion algorithm. The results, both in terms of precision and
in terms of speed of algorithm, are similar, and show no dependence on the technique used.

4.4.3.1 The barrel case

The event selection was based on variables which are sensitive to the amount of bremsstrahlung
emission, and consequently measure the quality of the energy and momentum reconstruc-
tion. These variables are the number of valid hits and the χ2/n.d.f. of the electron track,
S9/S25 measured by the ECAL (where S9 is the energy contained in a 3×3 array of crys-
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tals around the crystal with the maximum signal), and the ratio S25/P , where P is the track
momentum.

The selection cuts were chosen by scanning the four-dimensional phase space of the selection
variables and choosing the point giving the best precision (global minimum) in the determi-
nation of the calibration constants. The optimal point is dependent on both the number and
the quality of the input electron measurements, both of which depend on the average amount
of bremsstrahlung in the region considered. The sensitivity of the results to the selection cuts
was extensively investigated. The calibration precision attained shows a rather wide global
minimum with respect to variations of the selection cuts, which guarantees the stability of
the selection process and allows for potential small differences between simulated events,
used to derive the selection cuts, and data.

Due to the variation of the average value of S25/P with pseudorapidity, caused by the vari-
ation of the amount of material in front of the ECAL, the calibration task was divided into
2 steps. In the first step crystals in small regions in η, over which the average value of the
S25/P is rather constant, were intercalibrated. In the second step the small regions are inter-
calibrated with each other.

To test the calibration algorithms, a Gaussian miscalibration has been applied crystal by
crystal, with a spread of 4% around 1. This represents a conservative estimate of the residual
miscalibration expected from the precalibration, and early intercalibration of the crystals at
start-up (Section 4.4.1). For each test many Monte Carlo experiments (≥50) were performed
with different randomly chosen sets of miscalibration constants. The results given are the
averages of the results of the experiments.

The calibration precision versus η achievable for a fixed integrated luminosity follows the
tracker material budget distribution (Fig. 4.20). There are fewer electrons that have radiated
only a little at higher η. Fewer events are selected by the High Level Trigger (HLT) here and
those selected are still, on average, less well measured electrons. The Monte Carlo simulation
data used to obtain these results correspond to about 5 fb−1. This estimation uses the PYTHIA

cross section for W -production with no k-factor.

The calibration precision was also extensively studied in different φ regions keeping the same
η interval. There is no evidence of any φ dependence.

For electrons impacting crystals on the module boundaries, there is a loss in the collected
energy. The calibration procedure artificially increases the coefficients for these crystals to
compensate for energy loss. A suitable method must be used to deal with this problem. This
may involve applying a correction for clusters spanning intermodule boundaries. Such a
correction can be derived from test beam data.

It is found that extending the intercalibration area in φ direction, keeping the same η region,
does not affect the intercalibration accuracy once a module boundary correction is applied.

After crystals within regions are intercalibrated, the regions have to be calibrated among
themselves. This task is accomplished by selecting electrons with minimum energy loss
due to bremsstrahlung. After this selection, the resulting values of the peaks of the S25/P
distributions that are found are consistent with the pseudorapidity dependence of shower
containment.

Dependence on integrated luminosity
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Figure 4.20: Calibration precision versus η for 5 fb−1 of integrated luminosity.

The calibration precision achievable is strongly dependent on the available statistics, as
shown in Fig. 4.21. The dependence of the precision on the number of electrons per crys-
tal output by the HLT, i.e. the number of electrons available to be used for calibration, can be
fitted by the function:

resolution =
A√

HLT events per Crystal
⊕ C (4.6)

The parameters A and C depend on η and have greater values as η increases. The constant
term, C, sets the limit on the precision that can be reached with infinite statistics. In Table 4.2
the fitted values of A and C are listed for the different η regions. The corresponding fitted
curves are shown in Fig. 4.21.

Table 4.2: A and C parameters for different η regions in the barrel.
η A (%) C (%)

0.000–0.261 6.19 0.12
0.783–0.957 10.7 0.27
1.305–1.479 15.0 0.42

4.4.3.2 The endcap case

For the study of the endcap GSF tracking was used for the electron track reconstruction
(Section 10.4.2), and the event selection parameters for tracks are consequently different.
As in the barrel case, the event selection uses variables which are sensitive to the amount of
bremsstrahlung emission, and thus measure the quality of the energy and momentum recon-
struction. The variables used were: S9/S25 and the ratio Pout/Pin between the momentum
measured at the end of the electron track and that measured at the vertex. As in the barrel
case a cut was also made on the ratio S25/P itself. The selection efficiency varied between
10% and 30%. The sensitivity of the calibration precision shows only a small dependence on
the selection cuts.
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Figure 4.21: Calibration precision versus HLT events per crystal for different η regions. Up-
per curve: the last 10 crystals in the ECAL Barrel (1.305< η <1.479), Middle curve: 10 crystals
in the middle of ECAL Barrel (0.783 < |η| < 0.957), Lower curve: the first 15 crystals in the
ECAL Barrel (0.0 < |η| < 0.261). The third point along each line gives the precision for 5 fb−1

of integrated luminosity.

The calibration precision versus η achievable for a fixed integrated luminosity is shown in
Fig. 4.22. No evidence of any φ dependence was found. The precision is limited by the mo-
mentum resolution, which is worse than in the barrel. No significant effect on the precision
achieved was seen for crystals at the border of the supercrystal (Section 4.1) structure.

The calibration precision achievable is strongly dependent on the available statistics. The
dependence of the precision on the number of electrons per crystal output by the HLT was
fitted using the parametrization in Equation 4.6 for the region at η ≈ 2.0. The data points
and fitted curve is shown in Fig. 4.23.

4.4.3.3 Background contamination

The rate of the dijet background in the single electron trigger stream (HLT output) is esti-
mated to be 27 Hz at low luminosity (Section 10.2.2) out of which 16 Hz are expected in the
barrel. The residual background has been investigated for the barrel case. After the selection
described above is applied the surviving background corresponds to a rate of 2.3 Hz. One
third of this rate comes from b/c → e semileptonic decays. Such decays might be useful in
the calibration process, increasing the overall calibration statistics. In fact their S25/P distri-
bution is very similar to the W → eν signal electrons. If required, the background can easily
be further reduced by a factor 10 using isolation cuts, with only a small effect on the signal
efficiency.
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Figure 4.22: Calibration precision versus η for 7 fb−1 of integrated luminosity.
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Figure 4.23: Calibration precision versus HLT events per crystal for a region at η ≈ 2.0. The
last point gives the precision for 7 fb−1 of integrated luminosity.
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4.4.3.4 Systematic Uncertainties

It is assumed that the tracker can be well aligned with 5 fb−1 of data. Nevertheless, in order
to study the effect of a misaligned/miscalibrated tracker, the inverse of the track momentum
was smeared by 2%. In that case, the calibration precision achievable using 5 fb−1 of data
worsens by a relative 20%.

If the initial miscalibration error is increased to 8%, the calibration precision achieved, for
a given number of events, is only very slightly worsened. Such an initial high value corre-
sponds to the calibration uncertainty for completely unmeasured crystals in the barrel.

It is inevitable that there will be a few non-functioning channels. As in the case of crystals at
the module boundaries, the calibration procedure artificially increases the coefficients of the
crystals in a 3×3 window around the dead one, in order to compensate for the energy loss
caused the missing energy. A comprehensive correction procedure for dead channels might
be to parameterize the energy content of the crystals in the 5×5 matrix as function of energy,
η, φ, and particle impact point. This might be achieved by looking in areas without dead
crystals and making a one-to-one correspondence of the energy deposition pattern using a
technique similar to the one described in Section 10.1.4.

4.4.3.5 Summary of intercalibration using single electrons

Although further study remains to be done, the preliminary results from studies of intercal-
ibration using single electrons are quite encouraging. The intercalibration precision attain-
able with 10 fb−1, averaged over the barrel, is about 0.6%. The single electron rates have
been calculated rather conservatively using the PYTHIA cross sections and no k factors, and
not including additional contributions from electrons in b decays. Further optimization may
involve more complete separation of the task of intercalibration of local regions where the
amount of tracker material is fairly constant, from the task of intercalibrating those local
regions to each other. This would allow the use of clustering algorithms which are less sen-
sitive to bremsstrahlung than the 5×5 clusters, hence allow the use of a significantly larger
fraction of the available electrons.

4.4.4 Use of Z → ee

The Z mass constraint in Z → ee decays is a powerful tool for ECAL calibration. A number
of different uses are envisaged, from the tuning of the algorithmic corrections for electron
reconstruction, to the intercalibration of regions of the ECAL, for example as a complement
to the φ symmetry method at the start-up.

A study of the use of the Z → ee has been performed with a fully simulated data sam-
ple digitized with low luminosity pile-up, corresponding to an integrated luminosity of
2.4 fb−1 [155]. This study was restricted to Z decays with both electrons in the barrel, but
the method can be extended to the whole ECAL.

An iterative method has been developed to tune the algorithmic corrections and to extract
intercalibration constants of regions or individual crystals from samples of Z → ee events.
Starting from the 2 electron invariant mass reconstruction, the average quantity ε in event i
is defined as

ε̄i =
1
2
·

(M i
inv

MZ

)2

− 1

 , (4.7)
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The calibration constants are obtained from the peak of the ε̄i distribution, so as to reduce
the sensitivity to tails. Convergence is reached after 10–15 iterations. The intercalibration
precision reached is insensitive to the magnitude of the initial miscalibration.

4.4.4.1 Tuning of algorithmic corrections

The Z → ee sample also allows algorithmic corrections (F in Equation 4.3) to be determined
or cross-checked. This was tested for the case of the functions used to correct the supercluster
η dependence for different electron classes. It was assumed that the crystals were intercal-
ibrated with a precision of only 2%. Miscalibration constants, with an RMS spread of 2%
were applied to the crystals.

The electron energy was reconstructed with the superclustering algorithms described in Sec-
tion 10.1, and the electron classification described in Section 10.4 was used. Events are se-
lected where either both electrons belong to the golden class, or to the showering class (the
“best” and “worst” classes, respectively). The energy is reconstructed in superclusters but
without applying the algorithmic correction for variation in η. Figure 4.24 compares the cor-
rection factors obtained from Z → ee events used as real events can be used, with those
obtained from Monte Carlo studies where the true values of the generated kinematics were
used. The agreement in the shape is excellent, but small overall rescaling values are needed
which are different for different classes of electrons and which have been used in the figure
(1.005 for the golden electrons, and 1.008 for the showering electrons). The origin of these
rescaling factors is under investigation, one suggestion is that the difference is due to the
presence of pile-up in the Z → ee sample, and the absence of pile-up in the electron sample
used to extract original correction factors.
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Figure 4.24: Correction f(η) obtained using the Monte Carlo simulation compared to that
obtained from 2 fb−1 of Z → ee with intercalibration precision at 2%.



182 Chapter 4. Electromagnetic Calorimeter

4.4.4.2 Intercalibration of crystal rings

In a start-up scenario, where the algorithmic correction factors are taken from Monte Carlo
simulation, Z → ee events might be used to obtain a preliminary estimate of the intercal-
ibration factors between rings. The golden electron class from the classification described
in Section 10.4 is chosen since these electrons radiate little, and their reconstructed energy
shows the least dependence on the tracker material, and hence η. A 4% algorithmic correc-
tion is still needed to equalize the supercluster energy measurement over the length of the
barrel. Only events with two golden electrons are selected.

The method has been tested taking the calorimeter regions as rings of crystals (at fixed η) in
the ECAL barrel. There are 170 such rings of 360 crystals each. The miscalibration constants
can be set up to have a different RMS variation between crystals within a ring to the variation
of the average miscalibration value between rings. To reduce the sensitivity to tails, the
peak of the mass distribution is used to obtain the intercalibration coefficients. The peak is
obtained from an iterative Gaussian fit in a region [−2.5σ, 2.5σ] around the peak. Crystals
on the module borders are excluded.

The performance of the method was measured by comparing the applied miscalibration fac-
tors with the calibration coefficient determined by the method. The results given here are
obtained when starting from a 5% miscalibration between rings and a 2% miscalibration
between crystals within a ring. Using events corresponding to an integrated luminosity of
2.0 fb−1 the distribution of the residual miscalibration is shown in Fig. 4.25. 2The RMS spread
of this distribution, corresponding to 0.6%, gives the achieved ring intercalibration precision.
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Figure 4.25: Distribution of the residual miscalibration using 2.0 fb−1.

The ring intercalibration precision as a function of the number of events per ring is shown
in Fig. 4.26. Table 4.3 shows the accuracy reached for each module type for an integrated
luminosity of 2.0 fb−1.
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Figure 4.26: Ring-to-ring calibration precision achieved versus average number of events per
ring. An average of 370 events per ring corresponds to an integrated luminosity of 2.0 fb−1.
The full curve is a fit to the sum of a statistical term and a constant term.

Table 4.3: Intercalibration precision between rings using a data sample equivalent to 2.0 fb−1.

Module 1 0.32% ± 0.05%
Module 2 0.5% ± 0.1%
Module 3 0.6% ± 0.1%
Module 4 1.3% ± 0.4%
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4.4.5 Intercalibration from π0 and η → γγ events

The possibility of intercalibrating the ECAL using mass reconstruction of π0 and η → γγ is
being investigated. Experiments such as CLEO and L3 have successfully used low energy
signals to calibrate crystal calorimeters to high accuracy. In the case of CMS, these low mass
particles could provide an important additional calibration tool which is useful for

• relatively rapid intercalibration of all crystals;

• study of the effects of crystal transparency corrections from the laser monitor;

• and rapid check-out and monitoring of detector performance.

The intercalibration obtained from low-energy π0s is not sensitive to tracker material as
much as the intercalibration obtained from electrons is. First, π0 decays into photons that do
not convert are unaffected. Converted low-energy photons give rise to low-energy electrons,
which reach the ECAL far from the expected photon impact point because of the magnetic
field. As a consequence, a selection of π0s based on the selection of pairs of closeby ECAL
clusters retains mostly either unconverted photons or photons which convert just in front of
the calorimeter. For this reason, the energy resolution does not deteriorate and no energy
bias is introduced at high η. The only effect of the tracker material is a rate loss at larger η
values.

The minimum separation for 2 photons in the barrel from a π0 with ET of 5 GeV is about
65 mm, corresponding to nearly 3 times the crystal granularity. Such π0s occur in almost
any kind of event. It has been shown that π0s useful for calibration can be located within
events using the ECAL Level-1 trigger information. They can then be reconstructed in a
small region identified by the trigger. This operation would be similar to a normal first step
of the High Level Trigger, requiring very little processing time to extract the small amount of
information relevant for calibration.

To obtain an estimate of how many π0 can be reconstructed with little background using
data read out with all Level-1 triggers, a large data set of high ET jet events was studied.
It was found that about 1.4% of them have a usable π0 in the barrel and that almost all of
these are tagged by the isolated electron Level-1 trigger information. The selection applied
to get this rate is rather simple. First, some fairly stringent shower shape cuts were applied
to the individual photon candidates: 0.5< R1 <0.9, R4 >0.2 and 0.9< R9 <1, whereRn is the
fraction of the cluster energy in a square array of n crystals centered on the cluster. Energy
cuts were also made on the photon candidates. These cuts, 1.5 < Eγ < 5 GeV, are slightly
tightened at high η. To reduce the combinatorial background, it is important to only consider
π0 candidates with small opening angles. The cuts used correspond to photon separations at
the ECAL front face between 60 and 90 mm.

The reconstructed mass of the candidates selected in this way is shown in Fig. 4.27 in 3 bins
in η in the ECAL barrel. There is a π0 mass peak with relatively little background in all
3 regions, and the mass resolution is about 8% in each case. Reconstructed π0s are found
coming from both the jet event and from pile-up events in the same bunch-crossing.

This result suggests that it will be possible to intercalibrate the ECAL using the reconstructed
mass of π0. With 1000 events per crystal, a statistical precision of 0.5% can be estimated for
the intercalibration constants. This needs to be demonstrated, and sources of systematic error
must be investigated. Such a demonstration is in progress but extremely large numbers of
Monte Carlo simulated events are required to probe a precision of 0.5%.
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Figure 4.27: Reconstructed mass of π0 candidates in 3 regions of the barrel: a) |η| < 0.5, b)
0.5 < |η| < 1.0, and c) |η| >1.0. The unshaded histograms represent the signal while the
shaded ones the background.
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Figure 4.28: The η distribution of π0 candidates in the barrel.

As can be seen from the number of π0s in the 3 histograms of Fig. 4.27, the rate decreases
with η, but there is still large rate in the last bin at the edge of the barrel. The η distribution
of the π0 candidates is shown in Fig. 4.28. With an assumed a Level-1 global trigger rate of
25 kHz, and with 1.4% of these triggers assumed to have usable π0s, about 100 π0s per crystal
can be obtained in a running period of less than 5 hours.

Events from η → γγ are also being studied. The signal has a much lower rate once the
background is reduced sufficiently, but the mass resolution is about 3%. The η should be
a useful calibration tool at higher energy, although it will take longer, and may prove very
useful in the endcap.

4.4.6 Inner bremsstrahlung photons in Z boson decays to muons

A significant rate of high-pT photons with very little background and an energy which can
be known independently of the ECAL is available in radiative decays of Z → µµ. These
photons are being investigated as a valuable tool for various calibration related tasks, as well
as a probe for measuring photon reconstruction efficiency. They can be used, for example,
to intercalibrate different regions of the ECAL (coefficient ci of Equation 4.3), and to tune
the various cluster correction algorithms (coefficient F) and the overall energy scale (coeffi-
cient G). They can also be used to relate the energy scale of unconverted photons to that of
electrons (from converted photons).

The available rates have been investigated using a sample of events generated using a full
matrix element calculation of radiative decays. The background from Z bosons produced
with additional jets has been studied also. Events are selected by placing a loose cut on the
dimuon mass (40 < Mµµ < 80 GeV/c2) and searching for a photon with pT > 15 GeV/c
within a radius of ∆R < 0.8 of either muon, where ∆R is defined as

√
∆φ2 + ∆η2 . Fig-

ure 4.29 shows the signal and background rates as a function of photon pT. The rate is
calculated after a mass window of 87.2 < M < 95.2 GeV/c2 has been placed on the three-
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Figure 4.29: Signal and background yields, as a function of photon ET, for three 15 GeV bins.
The rates are shown before and after selection cuts.

body mass. With the selection cuts described, the signal-to-background ratio is ≈ 80 in the
bin 15 < Eγ

T < 30 GeV, with a rate of 65 pb−1 over the region |η| < 2.5. For an integrated
luminosity of only 1 fb−1, an average of nearly 1 such photon per crystal will be collected.
Therefore, a statistical precision better than 0.1% would be achieved with unconverted pho-
tons for the intercalibration of 10-crystal-wide rings of crystals (i.e. groups of 3600 crystals)
in the barrel.

4.4.7 Preshower calibration

4.4.7.1 Overview

The energy deposited in the lead of the preshower will be estimated using the charge mea-
surements made by 2 layers of silicon sensors. To preserve the overall photon energy reso-
lution, a 5% charge measurement is necessary over a very large dynamic range (1–400 MIPs
equivalent), resulting in a required strip calibration accuracy of a few per cent. There are
2 principle sources of response variation (sensor-to-sensor and channel-to-channel) at start-
up: sensor thickness (RMS of ≈ 1%) and gain uniformity of the electronics (RMS ≈ 5%).
Radiation damage to the sensors (decrease in charge collection efficiency by ≈ 17% over 10
years) and the electronics (decrease in gain by ≈ 2% over 10 years) will need to be assessed
by periodic in-situ calibrations.

The principle difficulty in calibrating the preshower is that the only physics reference points
are “zero” (zero output for zero input) and one MIP. The full dynamic range can only be
explored systematically using an internal calibration circuit (ICC). Single MIPs with a S/N
ratio suitable for calibration can only be measured when the front-end electronics is in high
gain mode (HG). Consequently, the ICC must be used to transfer this information from HG
to low gain (LG)—i.e. intercalibrate the 2 gains.

There are thus 2 parts to the full preshower calibration procedure:
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• Absolute calibration using real MIPs

• Relative calibration between gains and between strips using an internal electronic
charge generation system

Each of these parts is described in the sections below, followed by a summary of the proce-
dures to execute before preshower installation in CMS, at start-up of CMS and subsequent
periodic calibrations.

4.4.7.2 Determination of the MIP scale

The absolute calibration scale can be found by detecting single MIPs in HG mode. Prior to
installation of the preshower in CMS, stacks of up to 12 ladders will be built, sandwiched
between scintillators to allow triggering and detection of cosmic rays. The cosmic rate is
approximately 1 per minute per cm2 and are mostly muons with a mean energy of around
4 GeV [120] equating to 1 MIP per strip per minute. Running the ladders for 8–10 hours will
thus give sufficient statistics per strip for an accurate absolute measurement of the MIP scale
for each strip.

In CMS MIPs can be approximated with high energy muons and/or charged pions. The
occupancy in the preshower is rather low, around 0.2% on average at low luminosity. Noise
is thus the dominant “signal” in the strips, necessitating the use of the tracker and/or muon
chambers to point to strips that have been traversed.

Studies of full jet and muon events at low luminosity have shown [156] that indeed both
muons and charged pions can be used for calibration. Muon events are cleaner, but the muon
chamber coverage only extends to |η| < 2.4. Pions are plentiful in both jet and minimum bias
(i.e. pile-up) events and the tracker extends to |η| < 2.5.

The overall efficiency for muons and high pT pions is around 15%, taking into account ge-
ometrical factors and tracking efficiencies. Using a combination of both types of event, a
sensor-by-sensor calibration to the required few percent accuracy can be made in the or-
der of a week, with the inter-strip calibration being achieved with the ICC. This takes into
account the HLT rates and the LHC duty cycle. As the in-situ calibrations will be mostly
following the drop in the charge collection efficiency (which in turn is a linear function of the
accumulated radiation damage [157]), geometrical factors (forward-backward endcap sym-
metry; use of “rings” of sensors at similar η etc.) can be used to decrease the calibration time
substantially.

These MIP calibrations must be taken with the front-end in HG mode. The dynamic range
of the preshower will thus be reduced during the calibration periods.

4.4.7.3 The internal calibration circuit

The ICC inside the front-end electronics provides precise charge injections into the pre-
amplifier, mimicking real signals. The amplitude of the injected signal is controlled by an
on-board 8-bit DAC coupled with a switchable precision: high precision produces injection
signals between−16 and 12 MIPs equivalent, in≈ 0.1 MIP steps, whilst low precision allows
signals between −120 and 500 MIPs in ≈ 2.4 MIP steps.

The ICC uses a voltage step applied to a fixed “injection” capacitor. Each of the 32 channels
in a front-end board (corresponding to the 32 strips of the silicon sensor) has an individual
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injection capacitor, with a variation in value significantly less than 1%.

The ICC can be used to find an intercalibration between the 2 gain modes and serves to
intercalibrate the electronics channels within a single micromodule if necessary (e.g. to check
the uniformity of the decrease in preamplifier gain with radiation damage). It is also used to
explore the linearity of response of the electronics over the full dynamic range.

Before it can be used for these purposes, the ICC itself must be calibrated. There are several
steps to calibrate the ICC.

• With the ICC set to high precision and the front-end in HG, the internal DAC is
set to provide an output comparable to the real MIP signal. This, coupled with the
zero point, gives a “MIPs per DAC step in high precision” value.

• The DAC is then set to a high value (e.g. 220) and the corresponding number of
MIPs, M1, measured.

• The ICC is switched to low precision and the DAC adjusted to provide again M1

on the output. The “MIPs per DAC step in low precision” can then be estimated

Switching the front-end to LG mode then allows the intercalibration of the 2 gains.

The time required for the calibration of the ICC (including the intercalibration of the 2 gains)
and the intercalibration of the strips should be of the order of a few hours maximum for the
complete preshower and can be done between LHC fills.

4.4.7.4 The preshower calibration schedule

The absolute MIP calibration with cosmic rays, together with a first calibration between the
2 gains and the examination of the full dynamic range, will be done before preshower instal-
lation in 2007/2008.

A first in-situ calibration (with MIPs) will be performed during the preshower commission-
ing phase in 2008 at low luminosity. As mentioned above, a sensor-by-sensor calibration can
be achieved in the order of a week. It is likely that this commissioning time will be coupled
with that of the endcap, resulting in a longer period being available, and thus a strip-by-strip
calibration of the preshower can be performed. In either scenario, this first in-situ calibration
will be a check of the calibration with cosmic rays.

Subsequent in-situ calibrations should be performed at the beginning and end of each year,
and are essentially to follow the effects of radiation damage. A few days maximum will
allow a sufficiently accurate calibration to be achieved.

4.4.8 Correction for crystal transparency changes

4.4.8.1 Crystal behaviour under irradiation

Although radiation resistant, ECAL crystals show rapid loss of optical transmission under
irradiation due to the production of colour centres within PbWO4 which absorb a fraction
of the transmitted light. This process is accompanied by transmission recovery due to self
annealing processes, leading to cyclic transparency behavior between LHC collision runs
and machine refills (Fig.4.30). The magnitude of the changes is dose-rate dependent, and is
expected to range between 1 or 2 per cent at low luminosity in the barrel, to tens of per cent
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in the high η regions of the endcap at high luminosity. The inter calibration of the crystals
would be unacceptably degraded by these radiation induced transparency changes were
they not measured and corrected for.

Figure 4.30: (a) Relation between the transmission losses for scintillation light and for laser
light; (b) simulation of crystal transparency evolution at LHC based on test-beam results. For
this illustrative example a luminosity of L = 2 × 1033 cm−2 s−1 was assumed, together with
a machine cycle consisting of a 10 hour coast followed by 2 hours filling time. The crystal
behaviour under irradiation was modeled on data taken during a crystal irradiation in the
test beam.

The evolution of the crystal transparency is measured using laser pulses injected into the
crystals via optical fibres. The response is normalized by the laser pulse magnitude measured
using silicon PN diodes. Thus R(t) = APD(t)/PN(t) is used as the measure of the crystal
transparency. The laser monitoring system [5] performing this task is briefly outlined in the
next section. Because of the different optical paths and spectra of the injected laser pulses and
the scintillation light, the change in response to the laser light is not equal to the change in
response to scintillation light. For attenuations < 10% the relationship between the changes
can be expressed by a power law,

S(t)/S(t0) = [R(t)/R(t0)]α, (4.8)

where S(t) represents the response to scintillation light and α is characteristic of the crystal
(α ≈ 1.53 for BCTP crystals, and α ≈ 1.0 for SIC crystals). This power law describes well the
behaviour of all the crystals that have been evaluated in the test beam, and this formula is
expected to be valid in the barrel for both low and high luminosity at LHC.

4.4.8.2 Laser-monitoring system overview

Figure 4.31 shows the basic components of the laser-monitoring system: Two laser wave-
lengths are used for the basic source. One, blue, at λ=440 nm, very close to the scintillation
emission peak, which is used to follow the changes in transparency due to radiation, and the
other, infra-red, at λ=796 nm far from the emission peak, hence very little affected by changes
in transparency, which can be used to verify the stability of other elements in the system. The
spectral contamination is less than 10−3. The lasers are operated such that the full width at
half maximum of the pulses is ≈ 30 ns. The lasers can be pulsed at a rate of ≈ 80 Hz, and the
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Figure 4.31: The components of the laser monitoring system.

pulse timing jitter is less than 3 ns to allow adequate trigger synchronization with the LHC
bunch train and ECAL ADC clock.

The pulse energy of 1 mJ/pulse at the principal monitoring wavelength corresponds to≈ 1.3
TeV, and a linear attenuator allows 1% steps down to 13 GeV. The pulse intensity instability
is less than 10% which guarantees a monitoring precision of 0.1% by using the PN silicon
photodiode normalization.

There are 3 light sources, 2 blue and 1 infrared. The duplication of the blue source pro-
vides fault tolerance and allows maintenance of one while the other is in use, ensuring that
a source at the wavelength used to track changes in transparency is always available. Each
source consists of an Nd:YLF pump laser, its power supply and cooler unit and correspond-
ing transformer, a Ti:Sapphire laser and its controller, and a NESLAB cooler for an LBO
crystal in the Ti:S laser. Each pair of the YLF and Ti:S lasers and their corresponding optics
are mounted on an optical table. Each source has its own diagnostics, 2 fibre-optic switches,
internal monitors and corresponding PC based controllers. Further details can be found in
[158].

The monitoring light pulses are distributed via a system of optical fibres. A fibre optic switch
at the laser directs the laser pulses to 1 of 88 calorimeter regions (72 half supermodules in
the barrel and 8 regions in each endcap). A two-stage distribution system mounted on each
calorimeter region delivers the light to each crystal.

To provide continuous monitoring, about 1% of the 3.17µs beam gap in every 88.924µs LHC
beam cycle will be used to inject monitoring light pulses into crystals. The time needed to
scan the entire ECAL is expected to be about 30 minutes.

4.4.8.3 Operational procedures

Each measurement of the crystal transparecy on 1 of the 80 calorimeter elements is envisaged
to consist of 600 laser pulses (7.5 s at 80 Hz). The data will consist of the time frames read
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out from the illuminated channels (≈ 1000 channels), the time frames read out from the
illuminated PN diodes, and the data read from the 2 Gs/s flash ADC. The latter samples the
laser pulse viewed by a fast PIN diode located at the source to allow correction for variation
of the laser pulse width.

Conceptually the monitoring and correction of changes in crystal transparency involves 3
steps:

• detailed data quality monitoring of the laser calibration data,

• the extraction of the R(t) = APD(t)/PN(t) values from the laser data,

• the setting and tuning of the reference starting point R(t0) and the value(s) of α
used for the crystals

It is intended that the first 2 steps will be performed online. The data will be rapidly pro-
cessed in a small farm of processors to extract the mean valueR(t) = APD(t)/PN(t) for each
measurement time, t. This processing is expected to involve correction for the non-linearity
of the PN diode system, and may involve correction for variation of the laser pulse width.

The output of this processing will be a value of R(t) for each crystal, measuring the crystal
transparency, which will be stored in the online database. Since the scan over the entire
ECAL is expected to take about 30 minutes, a new value for each crystal will be produced
every 30 minutes. It is intended that this initial processing will be made sufficiently reliable
and robust so that it will not need to be repeated. However, the raw data will also be stored
to allow reprocessing if necessary.

4.4.8.4 Crystal transparency correction and systematic uncertainties

The transmission corrections may have systematic uncertainties, which result in intercalibra-
tion errors, which in turn contribute to the ECAL energy resolution. The magnitude of these
contributions can be estimated based on experience from beam tests [159, 160]. The 4 main
sources of error are 1) the dispersion of α between crystals, 2) the stability and reproducibil-
ity of the monitoring system itself, 3) laser pulsewidth changes, and 4) photodetector gain
changes.

1. Dispersion of α
The value of α is determined by the optical properties of the crystals, and hence by the
details of the crystal production. Using data from the test beam, α has been measured
to be 1.53 (1.0) with a relative uncertainty 5% (10%) for crystals produced by BCTP
(SIC); Although the relative dispersion is larger for the SIC crystals, the absolute con-
tribution to the systematic uncertainty is similar to the BCTP crystals. The magnitude
of this uncertainty is proportional to the magnitude of the changes being corrected for,
and is larger for a group of crystals under a higher or a wider range of radiation ex-
posure rates. Unfortunately it will be not possible to measure the parameter α for all
crystals before LHC operation. There is good reason to believe, however, that a direct
evaluation for a group of crystals can be obtained using physics calibration events (for
example, W → eν) taken in situ.

2. Monitoring stability
The light pulses injected into the crystals are simultaneously monitored by a local pair
of PN photodiodes mounted close to the point of injection. This monitoring is done
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for groups of 200 crystals. These reference photodiodes are stable, radiation hard and
insensitive to the magnetic field. The laser monitoring stability is thus controlled by the
stability of the relative calibration of injected laser light on each group of crystals. The
redundancy of normalization (there are 10 PN photodiodes per supermodule) is used
to detect relative miscalibration of PN reference between groups of crystals sharing the
same normalization.

3. Laser pulsewidth
When illuminated with laser pulses from the monitoring system, the pulse shape at the
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Figure 4.32: (a) Convolutions of the preamplifier shaping and Gaussian functions simulat-
ing the laser pulse widths of 20 ns, 25 ns, 30 ns, 35 ns and 40 ns respectively. The PN diode
response is stable due to its long shaping time. (b) Variation of the ratio APD/PN, which is
used to monitor the change in the crystal transparency, as a function of the laser pulse width.

output of the APD and the PN readout electronics can be described as a convolution of
the laser pulse shape and the shaping function of the respective readout systems. The
laser pulse shape, measured in the test beam, is Gaussian and the electronics shaping
is well described by the formula

A(t) = A0

(
x− t0
trise

)a

e
−a

(
x−t0+trise

trise

)
, (4.9)

where a and trise are measured on experimental pulse shapes. For the APD electronics
trise ≈ 50 ns and for the PN diode electronics trise ≈ 800 ns, so that the sensitivity to the
laser pulse width is very different between the two.

To investigate the impact of the variation of the laser pulse width this convolution
has been simulated for different laser pulse widths. As can be seen in Fig. 4.32a, the
convolution results in a significant variation of the maximum height of the signal in
the APD. The effect in the PN is negligible due to the long shaping time. Thus the
crystal transparency measurement is very sensitive to changes of the laser pulse width
as shown in Fig.4.32b. With a laser pulse width of about 30 ns, the sensitivity of the
ratio APD/PN is 0.23%/ns.

This effect can be corrected by measuring the laser pulse width event by event with a
precision better than 1 ns using the flash ADC at 2 Gs/sec.

4. APD gain
A change in the gain of any part of the electronics chain will affect equally the scintil-
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lation response and the response to laser pulses. Since the constant of proportionality,
α, between the magnitude of response variation of the laser signal and the scintillation
signal is not 1, any such change of gain will lead to systematic errors in the trans-
parency correction if not independently monitored and corrected for. The most signif-
icant change of gain expected is for the APD, where the gain is directly related to the
high voltage applied. This depends on the HV power supply and the dark current of
the APD. Such effects can be controlled by the monitoring of the high voltage and the
dark current of each APD (the LSB for this measurement is 322 nA which is sufficient
to control the APD gain with a precision better than 0.1%). Such systematic contribu-
tions can also be identified by comparing the crystal response to blue and infrared laser
light.

4.4.9 Alignment

The ECAL is capable of providing quite precise measurements of shower position, and a
resolution of about 0.5 mm is achievable for very high energy showers [161]. Because of
the 3◦ off-pointing angle of the crystal axes the shower-to-shower variation of shower depth
results in an uncertainty in lateral shower position approaching 0.5 mm. This sets a limit to
the useful precision of ECAL alignment with respect to the tracker.

The key step of the electron HLT selection matches shower position to pixel detector hits.
The full width of the selected region is ∆φ ≈ 0.04 rad, corresponding to about 60 mm in the
ECAL, and thus places only very mild demands on the alignment precision required.

Precision measurements made on a number of supermodules during construction show that
the variations of the crystal lateral positions with respect to their nominal positions within
the supermodule are only a few hundred microns. It thus seems likely that the nominal con-
struction geometry can be taken for all relative positions within a supermodule. Similarly,
it is expected that nominal positions will be adequately precise within endcap Dees. Align-
ment for the ECAL then consists of measuring the position of 36 supermodules and 4 Dees
with respect to the tracker. The initial placement errors are not expected to be larger than a
few mm. These errors will be rapidly reduced using track/cluster matching of electrons.

4.4.10 Conditions/calibration database

The conditions database stores data which relates to and describes the condition of the de-
tector. For the ECAL, it will contain data from many sources. Much effort has been put into
listing and summarizing the type and amount of ECAL data in the conditions database, and
it has been estimated that about 1 GB per day of such data will be produced. The Detector
Control System (DCS [8]) will store the relevant values of the High Voltages, Low Voltages,
Temperatures and other environment sensors and the ECAL Safety System. The temperature
sensors which are located on the crystal and the near the photodetectors will be read via the
Token Ring, as well as all other temperature sensors on the Very Front End cards (VFE) and
Low Voltage Regulator Boards (LVRB) and the APD dark currents. These data will go in the
condition database to track changes and produce history plots. The ECAL OD and DAQ will
monitor the status of the read-out and will periodically produce summary information that
will also be stored to track problems in the read-out and trigger system.

The standard reconstruction requires a few parameters per channel (of the order of 10–20).
Many of these parameters have to do with the electronics chain and are unlikely to change
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often. Some parameters (like the pedestals) may need to be monitored on a daily basis. The
changes in crystal transparency, monitored using the laser system, will require a new value
for each crystal every 30 minutes, and interpolation may be needed between 2 consecutive
values. Of all values used in the reconstruction, the latter are expected to have the shortest
interval of validity.

The detector control system monitors the stability of environment variables (like tempera-
ture, high voltage, low voltage, etc.) to verify that they remain constant to a precision which
guarantees a stable response. From beam-test experience, it can be expected that these vari-
ables will not change significantly over a short time-scale. Thus it is expected that corrections
will not need to be applied. If it is necessary the environment variables data will be copied
from the online to the offline database, otherwise a simple channel status indicator can be
computed to summarize the stable status of each channel.

4.5 Monitoring
In this section the different elements which contribute to the ECAL monitoring are described:
the detector monitoring and the data quality monitoring. The task of the former is to contin-
uously inspect the operational conditions of the hardware, and that of the latter is to check
the detector performances on different categories of collected events. They will allow the
detection of either hardware problems or software configuration errors. Any unexpected
behaviour needs to be identified and investigated rapidly.

4.5.1 Monitoring of operational conditions

4.5.1.1 ECAL detector and safety control system

The ECAL detector control system (DCS) monitors the detector status, in particular various
environmental parameters, as well as the detector safety system, which will generate alarms
and hardwired interlocks in situations which could lead to damage of the detector hardware.
It consists of the following subsystems: Precision Temperature Monitoring (PTM), Humidity
Monitoring (HM), ECAL Safety System (ESS), High Voltage (HV), Low Voltage (LV) and
monitoring of the laser operation, the cooling system and of the parameters (temperatures in
capsules, temperatures on the printed circuit boards, APD leakage currents) read out by the
DCUs on the VFE and LVRBs.

A major aspect for the ECAL detector control is the monitoring of the system temperature
and the verification that the required temperature stability of the crystal volume and the
APDs, expected to be (18 ± 0.05)◦C, is achieved. The PTM is designed to read out thermis-
tors, placed on both the front and back of the crystals, with a relative precision better than
0.01◦C. In total there are ten sensors per supermodule. Two immersion probes measure the
temperature of the incoming and outgoing cooling water, whereas two sensors per module,
one on the grid and one on the thermal screen side of the crystal volume, monitor the crystal
temperature. The readout is based on the Embedded Local Monitoring Board (ELMB) devel-
oped by ATLAS and completely independent of the DAQ and control links. However, the
latter are used to read out further thermistors, mounted in the capsules, via the DCUs placed
on the VFE boards.
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The purpose of the ESS is to monitor 1) the air temperature of the VFE and FE environment
(expected to be around 25–30◦C) and 2) the water leakage detection cable, which is routed in-
side the electronics compartment, 3) to control the proper functioning of the cooling system
and 4) to automatically perform pre-defined safety actions and generate interlocks in case of
any alarm situation. One pair of temperature sensors is placed at the centre of each mod-
ule. The completely redundant readout system is independent of the DAQ and control links
and based on a Programmable Logic Controller (PLC) situated in the underground service
cavern (USC55). It evaluates the data from the temperature sensors, from the water leakage
detection system and the signals received from the cooling system, which has its own PLC. If
any critical value is detected hardwired interlock signals will be routed to the relevant crates
in order to switch off the LV and/or to the cooling PLC in order to stop the water flow on a
certain cooling line. The proper functioning of the ESS PLC itself is monitored by the general
CMS detector safety system. In addition to this very robust, independent and continuously
running system, the temperature of the VFE and LVRBs can be monitored with the DCUs
placed on them. These data are read out via the control link and the local DAQ. They will
not be used to trigger automatic actions based on hardwired links, but warnings and alarms
might be triggered through software for notification of the operators. This is also true for the
HM system, which monitors the humidity level in the electronics compartment and consists
of one humidity sensor per module and an ELMB-based readout.

The whole DCS software is based on the commercial SCADA package PVSS II. A distributed
system is built out of several applications dedicated to the PTM, HM, ESS, the monitoring of
the status of the cooling system and the laser operation, as well as the monitoring and control
of the HV and LV systems. The DCU data read out via the local DAQ will be written directly
to the conditions database, but can be retrieved with user interfaces based on PVSS and/or
ROOT. Every application is implemented as a Finite State Machine (FSM) and linked to a
supervisory level, which summarizes the overall ECAL DCS status and itself incorporates
a FSM. Finally, this ECAL DCS supervisor is linked to the general CMS DCS supervisory
node, in order to communicate the status and alarms and to receive commands which are
propagated down to the relevant subsystems. In general it is the CMS DCS supervisor which
will communicate with the CMS Run Control, but it is possible that the Run Control and/or
the local ECAL DAQ system communicate with the ECAL DCS supervisor via the exchange
of SOAP (simple object access protocol) messages.

4.5.1.2 Temperature

The number of scintillation photons emitted by the crystals and the amplification of the APD
are both temperature dependent. Both variations are negative when the temperature in-
creases and in both cases the magnitude is measured to be about −2%/◦C [162]. Much effort
has been put into ensuring the thermal stability of the ECAL, and measurements indicate
that no significant or measurable variation of response due to temperature variation is to
be expected during ECAL operation [162]. During operation numerous temperature probes
will monitor the temperature of the ECAL, and, in particular, precision measurements from
sensors fixed to the back surface of every tenth crystal in the barrel, and one in 25 crystals in
the endcap, will be made frequently and regularly.
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4.5.1.3 Dark current

The APD dark current will increase during CMS operation due to bulk damage of the silicon
structure by neutrons. Part of this damage anneals, but the overall effect will be an increase
of electronics noise, due to an increasing dark current, over the lifetime of the detector. The
dark current of all APD channels will be continuously monitored.

4.5.1.4 HV and LV

The APD gain dependence on high voltage is≈ 3%/V at the chosen operating gain (50). The
High Voltage system has been designed and qualified to maintain the voltage stable over
about 30 days with a maximum deviation of 66 mV. This limits the effect on the calibration
to below 0.2%. Such stability is obtained using sense wires that measure the voltage at the
load, correcting for instability or varying voltage drop over the cables from the HV crates to
the experiment. The high voltage boards will require periodic calibration in order to insure
the stability over longer periods. The DCS system will monitor the voltage and the current
delivered by each channel.

The ECAL amplification and digitization electronics located on the VFE electronics cards
require a very stable low voltage to maintain constant signal amplification. The system uses
Low Voltage Regulators that guarantee the required stability of the signal amplification. The
Low Voltage Regulators Boards are equipped with DCUs that measure the voltages and these
measurements are read via the Token Ring.

4.5.2 Monitoring using events

The purpose of the ECAL Data Quality Monitor is to follow the time evolution of relevant
quantities describing the running conditions of the detector and its performance. The aim
is twofold, first, to spot possible problems or system instabilities, and promptly correct for
them during th data-taking, and second to monitor the high-level quantities that are needed
by the offline reconstruction. The data to be monitored consist not only of standard physics
trigger data, but also of special ECAL-only triggers acquired during the normal physics data-
taking by triggering during the LHC machine orbit gap. Some of these special triggers will
need to be taken outside of normal physics data-taking periods, and the stand-alone VME
readout option may be needed for this purpose. These special ECAL-only triggers are

• laser triggers;

• test-pulse triggers;

• empty bunch crossing triggers.

Test-pulse triggers, and empty bunch triggers used to measure the pedestal in the gain ranges
other than the highest, require special settings to be downloaded to the FE. So also do laser
triggers with the MGPA gain range forced, which will be needed in order to allow the study
of the relative gains of the different gain ranges. In normal circumstances special settings
will not be downloaded to the FE during physics data taking periods.

The histograms of the “monitorable quantities” will all be made available through a com-
mon DQM histogram framework using the Physics and Data Quality Monitoring package
(Section 2.9), and the histograms and the results of the monitoring will be available also of-
fline from the ECAL Conditions Database (Section 4.4). A prototype system has already been
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commissioned and will be tested at the end of 2005. It will include a source and a first set of
clients as defined in Section 2.9.2.3. They will allow to visualize the histograms, to save them
to ordinary ROOT files, and to save the relevant informations to the conditions database for
future needs.

From the experience gained to date, they can be classified in different categories:

• Raw data quantities: they include error flags from the DAQ, bad synchronization
of the different FE streams, problems in the decoding of the raw data, data in-
tegrity, correct read-out order of towers and active channels, reasonable read-out
values.

• Single channel raw quantities: the number and location of dead, noisy and in gen-
eral malfunctioning channels will need to be monitored. This category includes
the monitoring of

- signal pulse phase: the time of signal pulse maximum (tmax) needs to
be monitored for both physics and laser events.

- pedestal events: the mean values and widths of the pedestals will be
monitored, for example using trace plots. Given the large number of
channels, it will be useful to monitor the average deviation of pedestals
and widths of all channels, comparing them to the last high statistics
pedestal run taken before the current fill. For some channels, corre-
lations between samples and between channels will be computed and
monitored.

- laser events: the response of each channel to the injection of a laser light
(normalized to the laser light detected by reference PN diodes) will be
monitored as a function of time.

• Global raw quantities: the operation of selective readout will need to be monitored
and validated. The monitoring of the zero suppression algorithms will be possible
using a map of active channels, averaged over several events.

• Reconstructed quantities: after pedestal subtraction, gain correction, and energy
reconstruction, it will be possible to identify problematic channels using a map of
the average energy deposition.

• Physics quantities: several useful higher level quantities will need to be monitored
in standard physics triggers. A short and incomplete list includes:

- average number of crystals above a given threshold per event
- average number of energy clusters per supermodule
- average number of crystals per energy cluster
- average number of energy clusters per event
- raw/calibrated energy per trigger tower
- average energy per event in (phi, eta) bins
- average energy per event
- pedestal values (only pedestals in the lowest gain range are available

in normal running conditions)

The final set of quantities to be monitored is expected to be fully verified, tested and possibly
further extended during the ECAL precalibration with cosmic muons, the magnet test, and
the test beam data taking in 2006.
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Hadron Calorimeter

The hadron calorimeters in conjuction with the ECAL subdetectors form a complete calorime-
try system for the measurement of jets and missing transverse energy [3]. The central barrel
and endcap HCAL subdetectors completely surround the ECAL and are fully immersed
within the high magnetic field of the solenoid (Fig. CP 1). The barrel (HB) and endcap (HE)
are joined hermetically with the barrel extending out to |η| = 1.4 and the endcap covering
the overlapping range 1.3 < |η| < 3.0. The forward calorimeters are located 11.2 m from
the interaction point and extend the pseudorapidity coverage overalapping with the endcap
from |η| = 2.9 down to |η| = 5. The forward calorimeters (HF) are specifically designed
to measure energetic forward jets optimized to discriminate the narrow lateral shower pro-
file and to increase the hermeticity of the missing transverse energy measurement. Central
shower containment in the region |η| < 1.26 is improved with an array of scintillators located
outside the magnet in the outer barrel hadronic calorimeter (HO).

5.1 HCAL design
The barrel hadron calorimeter is an assembly of two half barrels (Fig. CP 9), each composed
of 18 identical 20◦ wedges in φ. The wedge is composed of flat brass alloy1 absorber plates
parallel to the beam axis. The innermost and outermost absorber layers are made of stainless
steel for structural strength. There are 17 active plastic scintillator tiles interspersed between
the stainless steel and brass absorber plates. The first active layer is situated directly behind
the ECAL. This layer has roughly double the scintillator thickness to actively sample low
energy showering particles from support material between the ECAL and HCAL. The lon-
gitudinal profile in the barrel going from an inner radius of 1777 mm to an outer radius of
2876.5 mm is given by

• (Layer 0) 9 mm Scint/61 mm Stainless Steel

• (Layers 1-8) 3.7 mm Scint/50.5 mm Brass

• (Layers 9-14) 3.7 mm Scint/56.5 mm Brass

• (Layers 15+16) 3.7 mm Scint/75 mm Stainless Steel/9 mm Scint

where the layer number refers to the active scintillator layer. The individual tiles of scintilla-
tor are machined to a size of ∆η×∆φ = 0.087× 0.087 and instrumented with a single wave-
length shifting fiber (WLS). The WLS fibers are spliced to clear fibers, and the clear fibers

1Cartidge brass # 260 with 70% Copper and 30% Zinc
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are run down the length of the half-barrel where they are optically added to corresponding
projective tiles from each of the 17 active layers, thus forming 32 barrel HCAL “towers” in
η (Table 5.1). The exceptions are towers 15 and 16 located at the edge of the HB half-barrel
where multiple optical readouts are present, as shown in Figure 5.1. The optical signal from
the HCAL towers is detected with a pixelated hybrid photodiode (HPD) mounted at the
ends of the barrel mechanical structure. An additional layer of scintillators, the outer hadron
calorimeter (HO), is placed outside of the solenoid and has a matching ∆η ×∆φ projective
geometry with a separate optical readout. Specific details of the geometry can be found in
[163].

The endcap hadron calorimeter (Fig. CP 10) is tapered to interlock with the barrel calorime-
ter and to overlap with tower 16, as shown in Figure 5.1. The HE is composed entirely of
brass absorber plates in an 18-fold φ-geometry matching that of the barrel calorimeter. The
thickness of the plates is 78 mm while the scintillator thickness is 3.7 mm, hence reducing
the sampling fraction. There are 19 active plastic scintillator layers. In the high η-region,
above |η| = 1.74, the φ-granularity of the tiles is reduced to 10◦ to accommodate the bending
radius of the WLS fiber readout, as shown in Figure 5.2. For the purpose of uniform seg-
mentation in the Level-1 calorimeter trigger, the energies measured in the 10◦ φ-wedges are
artificially divided into equal shares and sent separately to the trigger. The ∆η ×∆φ tower
size matches that of the barrel in the range 1.3 < |η| < 1.74. For |η| > 1.74, the η size increases
as shown in Table 5.1. The number of depth segments in the HE includes a pseudo-EM com-
partment starting with tower 18, the first tower beyond the η coverage of the ECAL barrel.
During startup, the first depth segment of the HE will be used to feed the regional calorime-
ter trigger (RCT) in place of the ECAL endcap signals. The rear compartments will form the
hadronic energy inputs for the RCT. From Table 5.1, the size of rear compartment of tower
28 is unusually large with ∆η = 0.35. In the precision readout the two front compartments
of this tower are split in η and readout separately to provide finer granularity, whereas the
front compartments are combined in the trigger readout.

Figure 5.1: A schematic view of the tower mapping in r-z of the HCAL barrel and endcap
regions.

The outer barrel hadron calorimeter consists of layers of scintillator located outside of the
magnet coil. Since these are located within the return yoke along with the barrel muon
detector, the segmentation of these detectors closely follows that of the barrel muon system.
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Table 5.1: Sizes of the HCAL readout towers in η and φ as well as the segmentation in depth.
The HF has a non-pointing geometry, and therefore the tower η ranges provided here corre-
spond to |z| = 11.2 m. ∗The first two depth segments of tower 28 have a finer η segmentation,
divided at |η| = 2.868.

Tower η range Detector Size Depth
index Low High η φ segments

1 0.000 0.087 HB, HO 0.087 5◦ HB=1, HO=1
2 0.087 0.174 HB, HO 0.087 5◦ HB=1, HO=1
3 0.174 0.261 HB, HO 0.087 5◦ HB=1, HO=1
4 0.261 0.348 HB, HO 0.087 5◦ HB=1, HO=1
5 0.348 0.435 HB, HO 0.087 5◦ HB=1, HO=1
6 0.435 0.522 HB, HO 0.087 5◦ HB=1, HO=1
7 0.522 0.609 HB, HO 0.087 5◦ HB=1, HO=1
8 0.609 0.696 HB, HO 0.087 5◦ HB=1, HO=1
9 0.696 0.783 HB, HO 0.087 5◦ HB=1, HO=1

10 0.783 0.870 HB, HO 0.087 5◦ HB=1, HO=1
11 0.879 0.957 HB, HO 0.087 5◦ HB=1, HO=1
12 0.957 1.044 HB, HO 0.087 5◦ HB=1, HO=1
13 1.044 1.131 HB, HO 0.087 5◦ HB=1, HO=1
14 1.131 1.218 HB, HO 0.087 5◦ HB=1, HO=1
15 1.218 1.305 HB, HO 0.087 5◦ HB=2, HO=1
16 1.305 1.392 HB, HE 0.087 5◦ HB=2, HE=1
17 1.392 1.479 HE 0.087 5◦ HE=1
18 1.479 1.566 HE 0.087 5◦ HE=2
19 1.566 1.653 HE 0.087 5◦ HE=2
20 1.653 1.740 HE 0.087 5◦ HE=2
21 1.740 1.830 HE 0.090 10◦ HE=2
22 1.830 1.930 HE 0.100 10◦ HE=2
23 1.930 2.043 HE 0.113 10◦ HE=2
24 2.043 2.172 HE 0.129 10◦ HE=2
25 2.172 2.322 HE 0.150 10◦ HE=2
26 2.322 2.500 HE 0.178 10◦ HE=2
27 2.500 2.650 HE 0.150 10◦ HE=3
∗28 2.650 3.000 HE 0.350 10◦ HE=3
29 2.853 2.964 HF 0.111 10◦ HF=2
30 2.964 3.139 HF 0.175 10◦ HF=2
31 3.139 3.314 HF 0.175 10◦ HF=2
32 3.314 3.489 HF 0.175 10◦ HF=2
33 3.489 3.664 HF 0.175 10◦ HF=2
34 3.664 3.839 HF 0.175 10◦ HF=2
35 3.839 4.013 HF 0.174 10◦ HF=2
36 4.013 4.191 HF 0.178 10◦ HF=2
37 4.191 4.363 HF 0.172 10◦ HF=2
38 4.363 4.538 HF 0.175 10◦ HF=2
39 4.538 4.716 HF 0.178 10◦ HF=2
40 4.716 4.889 HF 0.173 20◦ HF=2
41 4.889 5.191 HF 0.302 20◦ HF=2
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Figure 5.2: The η-φ view of a 20◦ HE endcap
section showing the 5◦ regions and “split”
10◦ regions above η = 1.740 in detector
pseudo-rapidity. The tower 28/29 split in
η is also shown.

Figure 5.3: The r-φ view of an HF wedge (η
at z = 11.2 m). The shaded regions corre-
spond to the level-1 trigger sums.

The entire assembly is divided into 5 rings (2.54 m wide along the z-axis) each having 12
sectors. Figure 5.4 shows one such panel being mounted on a ring. The central ring (ring
0) has two layers of 10 mm thick scintillators on either side of the ‘tail catcher’ iron (18 cm
thick) at radial distances of 3850 mm and 4097 mm, respectively. All other rings have a
single layer at a radial distance of 4097 mm. The panels in the 12 sectors are identical except
those in rings ±1. This is due to the chimney structure in the magnet. To accommodate
this structure, special panels were built with a single row of scintillator tiles removed. The
HO covers |η| < 1.26 with the exception of the space between successive muon rings in the
η direction, the space occupied by 75 mm stainless steel support beams separating the 12
layers in φ and the chimney structure. The inclusion of the HO layers extends the total depth
of the calorimeter system to a minimum of 11λI for |η| < 1.26, as shown in Figure 1.3.

The forward calorimeters are located 11.2 m from the interaction point. They are made of
steel absorbers and embedded radiation hard quartz fibers, which provide a fast collection
of Cherenkov light. Each HF module (Fig. CP 11) is constructed of 18 wedges in a non-
projective geometry with the quartz fibers running parallel to the beam axis along the length
of the iron absorbers. Long (1.65 m) and short (1.43 m) quartz fibers are placed alternately
with a separation of 5 mm. These fibers are bundled at the back of the detector and are
readout separately with phototubes. The η ranges of the cells are listed in Table 5.1 at a
distance of 11.2 m from the interaction point. The r-φ view of an HF wedge is shown in
Figure 5.3.

The overall segmentation of HCAL is illustrated in a lego plot of a simulated multi-jet event
(Fig. 5.5) which gives a sense of the jet structure available with this segmentation.
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Figure 5.4: A fully assembled panel of the outer hadron calorimeter being mounted on one
of the outer rings(ring +2) of the magnet yoke.

Figure 5.5: Lego plot of a multi-jet event showing the η, φ segmentation of HCAL.
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5.2 Detector operation
There is extensive experience in operating HCAL, beginning in 2002 [17] with the testing
of production modules in a CERN test beam and continuing with additional test beams in
2003 and 2004, and continuing operations at the surface hall SX5 beginning in 2004. The test
beams in 2004 included simulated LHC operation with a 25 ns structured beam [164].

The overview of the HCAL controls is given in Fig. 5.6. Several PCs in the CMS control
room operated through PVSS are used to control high and low voltages. The control system
also downloads pedestal DAC and timing parameters to front-ends and controls many of
the calibration and monitoring systems including the source calibration drivers, the LED
pulsers, and the laser system each of which is separately in Section 5.3.

HVLaser

Source motor 
drivers

RBX 
parameters

DB LV1

HV

RadMon

Figure 5.6: Overview of HCAL detector controls.

5.2.1 Data path and event format

The overview of the HCAL readout is shown in Fig. 5.7. The readout consists of an optical
to electrical transducer followed by a fast charge-integrating ADC. The digital output of the
ADC is transmitted for every bunch over a gigabit digital optical fiber to the counting house.
In the counting house, the signal is deserialized and used to construct trigger primitives
which are sent to the calorimeter trigger. The data and trigger primitives are also pipelined
for transmission to the DAQ upon a Level-1 Accept (L1A) decision.

The optical signals from the scintillator-based detectors (HB, HE, and HO) are converted to
electrical signals using multichannel hybrid photodiodes (HPDs) which provide a gain of
≈ 2000. In the forward calorimeter, where the magnetic fields are much smaller than in the
central detector, conventional photomultiplier tubes (Hamamatsu R7525HA) are used.

The analogue signal from the HPD or photomultiplier is converted to a digital signal by
a charge-integrating ADC ASIC called the QIE (Charge-Integrator and Encoder). The QIE
internally contains four capacitors which are connected in turn to the input, one during each
25 ns period. The integrated charge from the capacitors is converted to a seven-bit non-
linear scale to cover the large dynamic range of the detector. The ADC is designed so its
contribution to the detector energy resolution over its multi-range operation is negligible, as
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Figure 5.7: Overview of HCAL readout electronics.

shown in Fig. 5.8. The QIE input characteristics were chosen from test beam data to optimize
speed and noise performance. This resulted in a per channel RMS noise of 4600 electrons (0.7
fC) corresponding to about 180 MeV.

Figure 5.8: Contribution of the FADC quantization error to the resolution, compared with a
representative HCAL resolution curve.

The digital outputs of three QIE channels are combined with some monitoring information
to create a 32-bit data word. The 32-bit data, at a rate of 40 MHz, is fed into the Gigabit Opti-
cal Link (GOL) chip and transmitted using 8b/10b encoding off the detector to the counting
house. In the counting house, the data is received by the HCAL Trigger/Readout (HTR)
board. The HTR board contains the Level-1 pipeline and also constructs the trigger prim-



206 Chapter 5. Hadron Calorimeter

itives for HCAL. These trigger primitives are sent to the Regional Calorimeter trigger via
Serial Link Board mezzanine cards. The HTR board receives data for 48 channels (16 data
fibers) and may host up to six SLBs.

When a L1A is received by the HTR through the TTC system, it prepares a packet of data for
the DAQ including a programmable number of precision readout values and trigger primi-
tives around the triggered bunch crossing. For normal operations, the HTR will transmit 7
time samples for each non-zero channel and a single trigger primitive for every trigger tower.
These packets of data, each covering 24 channels, are transmitted by LVDS to the HCAL Data
Concentrator Card (DCC). The DCC is the HCAL Front-End Driver (FED) and concentrates
the data from up to 360 channels for transmission into the DAQ.

5.2.2 Level-1 trigger

The Level-1 trigger primitives (TPG) are calculated in the HTR modules. The QIE data are
linearized and converted to transverse energy with a single look up table. Two or more
consecutive time samples are summed. A sum over depth is made for those towers having
longitudinal segmentation. A final look up table is used to make a data compression before
sending the data across the trigger link to the regional calorimeter trigger. Table 5.2 summa-
rizes the geometry of the trigger towers. The HF towers are summed in η and φ before being
sent to the trigger (Fig. 5.3).

Table 5.2: Sizes of the HCAL trigger towers in η and φ.
Tower |ηmax| Detector Size
index η φ

1-15 0.087×η HB 0.087 5◦

16 1.392 HB, HE 0.087 5◦

17-20 0.087×η HE 0.087 5◦

21 1.830 HE 0.090 5◦

22 1.930 HE 0.100 5◦

23 2.043 HE 0.113 5◦

24 2.172 HE 0.129 5◦

25 2.322 HE 0.150 5◦

26 2.500 HE 0.178 5◦

27 2.650 HE 0.150 5◦

28 3.000 HE 0.350 5◦

29 3.314 HF 0.461 20◦

30 3.839 HF 0.525 20◦

31 4.363 HF 0.524 20◦

32 5.191 HF 0.828 20◦

5.2.3 Synchronization and timing

The QIE integration clock is controlled by the Channel Control ASIC (CCA) which allows
for fine-skewing of the integration phase of each tower relative to the machine clock. This
allows each channel’s integration phase to correct for differences in the time-of-flight from
the interaction region as well as differences in the optical pathlength within the detector.
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Additionally, the detector can be operated with an integration phase tuned to minimize the
effect of out-of-time pile-up. The selection of a phase from the full available set depends on
the HCAL pulse shape.

The pulse shape of the hadron calorimeter was measured using a photomultipler during
the 2002 test beam period. This was accomplished by constructing a special optical unit
that coupled the light from one 5◦ φ slice of a wedge (16 η towers) into a single 10-stage, 2-
inch photomultiplier (RCA 6342A). The output of the photomultipler was fed into a LeCroy
digital scope which recorded voltage vs. time in 0.4 ns steps. Events were recorded in each of
4 categories: a) 300 GeV pion showers, b) 20 GeV pion showers, c) 100 GeV electron showers,
and d) minimum ionizing muons. Sample events are shown in Figure 5.9. In general, the
pulses show that 68% of the pulse is contained within a 25 ns window leaving 32% of the
pulse subject to out-of-time pile-up.

Figure 5.9: Measured single event pulse shape using a photomultiplier for a) 300 GeV pion,
b) 20 GeV pion, c) 100 GeV electron, d) muon.

Figure 5.10 shows the pulse shape for the forward calorimeter. The Cerenkov process and
phototubes used in the forward calorimeter are extremely fast, so the pulse in HF is only
10 ns wide. The HF is thus subject only to in-time pile-up which is important in the highly
active forward region of CMS.

An additional important effect on the HCAL pulse timing comes from the input stage of the
QIE. The QIE has an amplitude-dependent impedence which implies a faster pulse shape
for large signals than for small ones. This effect was noticed during the test beam 2003 and
confirmed in bench measurements as seen in Fig. 5.11. The amount of time slewing is depen-
dent on the noise characteristics of the QIE, so the final QIE ASICs for the barrel and endcap
were chosen to limit the timeslew to the “medium” case in exchange for somewhat increased
noise. In the outer calorimeter, the noise level is a critical factor for muon identification and
pile-up is much less important so the quieter “slow” characteristics were chosen for the HO
QIEs.

The in-situ synchronization of HCAL will be performed using the HCAL laser system. The
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Figure 5.10: Measured pulse shape, energy collected vs. time, for HF.
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Figure 5.11: Pulse time variation as a function of signal amplitude as measured on the bench
(solid points) for several input amplifier configurations compared with testbeam measure-
ments from 2003.

laser system consists of a single UV laser which can illuminate an entire half-barrel of HB or a
single endcap at once through a series of optical splitters. The quartz fibers which lead from
the laser to the detector have been carefully controlled to equalize the optical path length
to each wedge. The laser can be directed either directly onto a scintillator block connected
to the HPD or into the wedge. Within layer 9 of each wedge is an arrangement of optical
fibers which mimic the time-of-flight from the interaction region. This arrangement allows
the timing of HCAL to be flattened and monitored, as has been demonstrated in testbeam
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data taking which verified the timing determined by the laser using the synchronized beam.
In the HO and HF detectors, only the photodetector can be illuminstated so the alignment
will be based on construction and testbeam data.

The channel-by-channel bunch synchronization of HCAL will be determined using a his-
togramming procedure in the serial link boards (SLBs) which determine the bunch synchro-
nization using the beam structure of LHC. The event and bunch synchronization will be
monitored using fast control signals originination from the TTC system which are transmit-
ted in the data stream between the front-ends and the HTR. On a global scale, the bunch
and event synchronization between the HCAL and CSC Muon systems was demonstrated
during a testbeam run in 2004. These data were also used to measure the punch-through rate
into the forward muon chambers, ME1, and are reported in Section 3.3.2.2.

5.3 HCAL Calibration
The HCAL calibration system will be used to set the initial absolute energy scale, understand
the detector response and uniformity, and will monitor the time stability during physics data
taking.

The initial calibration information came from quality control tests performed with: 1) a colli-
mated radiation source which guaranteed that the scintillating tiles matched specifications,
and 2) a charge injector used to validate the digital converters.

The energy scale constants are obtained by combining test beam data taken with e±, π±, and
muon beams with radiation source data taken for a limited number of modules. The detector
is not assumed to be uniform. Instead, the test beam energy scale information is translated
to the full system by comparing the radiation source data taken in situ for every channel.

Updates to the constants will come from the analysis of physics events.

The full response of each channel (scintillator-photodetector-electronics) will be monitored
using radiation sources and the UV-laser. Additional monitoring of the electronics will also
be done with the UV-laser system and a blue LED pulser.

As described below, a combination of all of the above systems will allow us to have up-to-
date values of the basic calibration constants for all ≈ 10 000 readout channels.

5.3.1 Charge injector calibration for the ADC

The ADC-to-charge conversion factors for each range of a QIE channel (see section 5.2.1)
were obtained using a charge injector. These calibration constants are given by the ratio of
the measured response (fC) over the input response (fC). Figures 5.12a) and 5.12b) show the
measured values for the QIE’s installed in HB/HE and HF. For both types of QIE’s we have a
2-3% spread, while the average values are 0.91 ADC/fC and 0.36 ADC/fC, respectively. The
lower values for HF are required by the difference in gain with respect to HB/HE/HO.

Figures 5.12c) and 5.12d) show the conversion factors needed for the source calibration data.
In this case QIE’s are initialized with a range that is about three times smaller, to cope with
the small signals.
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The pedestal value for a QIE’s depends on which of the four internal capacitors (CAP-ID)
is being used. As a consequence, all the conversion factors are obtained for each of the
capacitors separately as well.

All the ADC-to-charge conversion factors will be kept in the calibration database.
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Figure 5.12: Slope distribution of QIE cards operated in ”normal” mode for HB/HE (a) and
HF (b). The bottom distributions are the QIE slope in ”calibration” mode for HB/HE (c) and
HF (d).

5.3.2 Radioactive source calibration

Source calibration has to be made for each scintillator tile in every layer of the calorime-
ter. For each calorimeter tile the source calibration coefficient has to be derived. The ratio
between source radioactive signal to the response of the different particles in the tower pro-
vides initial calibration coefficients for the HCAL towers that were not exposed in test-beams.

Figure 5.13 shows the responses of a HB scintillating tile as the radioactive source passes
by it. The distribution of scintillating tile response is presented in Fig.5.14. The width of
the distribution is 8%. The difference in peak response taken when the radiative source
is extending versus when it is retracting shows a reproducibility of the calibration signal to
better than 1%, as demonstrated in Fig.5.15. The dependence of the ratio of radioactive signal
to electron signal on the η-number of tower is shown in Fig.5.16 and the same dependence for
the ratio of radioactive signal to the muon signal is presented in Fig.5.17. The comparison
between the radioactive signal and the electron test-beam data gives 0.22–0.25 GeV/ADC
count or 0.2–0.23 GeV/fC. Similarly, the test-beam HE analysis yields 0.163 GeV/ADC count.
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Figure 5.18 shows the measured signal from the in situ source calibration for a series of η-
towers in HB+ (half-barrel on positive η-side), averaged over all φ and layers of a given
tower. (Only the layers with 4mm-thick scintillators were used.) The signal increases steadily
with η, as expected due to decreasing attenuation of the signal from the shorter length of fiber
between the scintillator tile and the HPD photodetector. This behavior must be established
for each value of φ. Figure 5.19 shows the uniformity of response at a fixed η stepping
through values of φ. As examples, η tower numbers 4 and 12 are shown, as they should
have distinctly different responses as shown in Fig. 5.18. The plots show good uniformity
as a function of φ. The values are fitted to a level function and the result is reported in the
box as “A0.” The scatter about the fitted value reflects the variation of the performance of
individual tiles, and the gains of the photo-detectors. It is this variation which the source
calibration will quantify so that it can be taken into account for the sake of obtaining the best
possible energy resolution.

These constants needed to be corrected for the fact that the source data were taken in the
absence of a magnetic field. The magnetic field improves the HPD’s behavior by suppressing
cross-talk between pixels. In addition, a 10% increase in the scintillator brightness is expected
in the nominal 4 T field. These corrections will be calculated using data to be taken during
the magnet test.

HB and HE have the similar strategy for source precalibration and a 2% measurement can
be achieved for a single channel from a measurement of an individual layer. The main dif-
ference between the HB and HE analysis is that for HE is more sensitive to the fact that the
source is not collimated due to the smaller size of its tiles.

The source will also be use to quantify the radiation damage of the tiles during the lifetime
of the experiment. For this purpose, the individual layer information for a given tower will
be tracked in a database.

Figure 5.13: Response of a scintillating tile as the radioactive source passes by it.
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Figure 5.14: Distribution of scintillating tile response to the source calibration. The observed
RMS spread of about 8% is consistent with that observed by source measurements taken
during tile assembly.

Figure 5.15: Difference in peak response when the radiative source is extending or retracting.

Initial precalibration of HF cells energy response will be based on the measurement of the
position of the single photoelectron peak in each cell. It was measured in test beam that the
single photoelectron peak corresponds to 4 GeV to within 10%. Some improvement of the
precalibration accuracy will be achieved basing the cell response on the data taken with a
60Co 5 mCi radioactive source. Comparison of such source calibration with the test beam
results shows this method to be accurate to 5%.

All calibration coefficients will be kept in the calibration database, as discussed in Section 5.3.4.
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Figure 5.16: Ratio of radioactive source signal to electron signal.

Figure 5.17: Ratio of radioactive source signal to muon signal.
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Figure 5.18: Average radioactive source signal for HB+ with a 1.5 mCi Co-60 source.
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5.3.3 Offline calibration and monitoring

During run time the HCAL calorimeter will be immersed in a 4 T magnetic field, while the
calibration coefficients are found in the test-beams without magnetic field. The magnetic
field influences the showering corrections in the transition region between HB and HE; HE
and HF. For data taken at high luminosity, the response in HE will be degraded due to ra-
diation damage [165]. For these reasons, the recalibration and monitoring of HCAL towers
during run time is required.

Fast monitoring can be achieved from pedestal runs, laser, LED and radioactive source data
taken between stores and minimum-bias data during run time.

The Blue-LED system can make a 3% measurement of the response of the electronics for
all individual channels. The equivalent test with the UV-laser has a resolution of 4%. The
radiation source makes a 2% measurement of the response for the full chain of layers 0 and
9. As the LED and the source information have differing sensitivity to ageing and radiation
damage, the combination of the two monitoring signals can be used to diagnose the origin
of a change in the signal strength in an individual channel.

The histogramming of tower energy distributions above threshold in minimum bias events
provides a high statistics test of the uniformity of the energy scale in φ. By tracking the higher
order moments of the energy distribution per readout channel, effects of miscalibration can
be more rapidly detected than from studying shifts in the mean response alone. The statistics
needed to calibrate each tower with a precision better than 2% is collected in 1–2 hours.

The barrel part of HCAL and part of HE are covered by the tracker up to |η| <2.4. The
towers can be recalibrated with isolated energetic particles from τ → πν in W → τν and
Z, γ∗ → ττ processes [166]. The other possibility is to use isolated energetic particles from
QCD-jets [167]. Both these possibilities allow us to calibrate HCAL towers covered by the
tracker with an accuracy better than 2% during one month using charged particles with
transverse momentum from 15 GeV/c to 70 GeV/c. The calibration method uses the E/p
ratio similar to the techniques used in test beams. The regions that are not covered by the
tracker (|η| >2.4) can be calibrated using ET-balance in di-jet events or γ/Z+jet events, as
described in Chapter 11.

5.3.4 Database

The online database (OMDS) contains all values loaded by the control system and data ac-
quisition, channel mapping, and calibration constants. The online-offline (ORCON) database
for the HCAL system contains a replica of the minimal calibration information needed for
event reconstruction.

The OMDS is subdivided in two: “Configuration” database and “Conditions” database, as
described in Section 2.8. The ”Configuration” database contains the relationships or map-
ping for all HCAL detector components: wedges, layers, read-out boxes (RBX), cables, HCAL
Trigger (HTR) cards, and test and calibration results for various components e.g. RBX, QIE,
source types and strength. The ”Conditions” database has the slow controls logging, the
calibration constants like pedestals, gains, timing information, etc., and the ”Configuration”
database downloaded to the readout system during the initialization.

The overview of the HCAL controls and readout chain are given in Fig. 5.6 and Fig. 5.20,
respectively. These systems record temperature, humidity and other constants useful for
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correlation studies of detector/calibration stability. The calibration constants needed for data
analysis are stored in the ”Conditions” database. A brief breakdown of the number of type
of calibration data is listed here:

Channel response [scint-HPD-QIE] - 1 per channel and/or 18 pixel per channel
(see Sections 5.3.2, 5.3.3.) 15 per channel or 1 per layer
QIE calibration [ADC-to-Charge(fC)] - 128 per channel (32 per gain, mean CAP-ID’s)
(see Section 5.3.1.) 512 per channel (128 × 4 CAP-ID’s separately)
Charge-to-GeV [HB,HE,HO] - 1 per region (assuming good uniformity)
(see Section 5.3.2.) 1 per LUT channel in case of the trigger
Pedestals - 4 per channel (1 per CAP-ID)

The database information for HF is similar. The spread of the channel response will also be
kept for simulation purposes.

Figure 5.20: Overview of HCAL readout/trigger chain and connections to database.

5.4 HCAL performance in test beams
Test beam data are compared with simulation to validate the modeling of the calorimeter
response, resolution and shower shapes for pions and electrons over the energy range of
5–300 GeV. The low energy performance is studied with muons. The CMS Collaboration
developed the Object oriented Simulation for CMS Analysis and Reconstruction [32] (OSCAR)
framework, based on the GEANT4 tool kit [31], to describe the detector geometry and the
passage of particles through the detector material. GEANT4 uses either parametric (LHEP)
or microscopic (QGSP) physics models to simulate the particle showers arising from the
interaction of particles with matter.
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5.4.1 Longitunidal shower shape and magnetic field brightening

A prototype of this calorimeter was made and tested [168] in a particle beam in 1996. This
prototype geometry has been simulated using OSCAR (version 2.4.5) based on GEANT (ver-
sion 4.5.2.p02) [31] and GEANT3 [29]. The data have been analysed in the same way as data
from the test beam experiment. The features that are compared here are the longitudinal
shower development of single particles, and the effect of a magnetic field in the calorimeter
performance.

The test beam prototype of HCAL is based on a hanging file structure, in which absorber
plates made out of a special type of brass (composed of 59% copper, 39% zinc, 1% iron, 1%
manganese by weight) and varying in thickness from 2 cm to 8 cm are sandwiched with
scintillator tiles. There are 28 tiles, mostly 4 mm thick. A detailed description of the 1996 test
beam setup and the analysis presented here is available in [168, 169].

Data were recorded with several different particle beams going through the HCAL prototype
detector. Electron and pion beams had energies in the 10–300 GeV range, and the muon beam
energy was 225 GeV. One set of data were taken with only HCAL in the beam. Another
set was taken with ECAL upstream of HCAL in the beam. All the test beam data taken
with HCAL only and ECAL+HCAL system were repeated in the presence of a solenoidal
magnetic field. The strength of the magnetic field could be increased up to 3 T.

Figures 5.21 shows the total energy measurement for 100 GeV pions with the HCAL setup
without ECAL. The two plots show measurements at different magnetic field values: 0.0,
0.75, 1.5 and 3.0 T. The peak position shifts towards higher values and the distribution gets
broader as the field value is increased, as predicted by scintillator brightening and showering
effects. The behavior in data is reproduced in the Monte Carlo simulation.

Figure 5.21: Total energy distribution for 100 GeV pions in the HCAL setup without ECAL
for different settings of the magnetic field.

Figure 5.22 shows the mean energy response as a function of the B-field value for 100 GeV
pion in hadron calorimeter. The increase in the measured energy with B-field, as seen in the
data, is well explained by the Monte Carlo simulation models.

Figure 5.23 shows energy resolution for 100 GeV pions in the hadron calorimeter as a func-
tion of B-field value. There is a slight increase in the energy resolution with magnetic field
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Figure 5.22: Energy response for 100 GeV pions at different field values for HCAL only.

which is well reproduced by the Monte Carlo simulation models.

Figure 5.23: Energy resolution for 100 GeV pions at different field values for HCAL only.

Figure 5.24 shows the variation of longitudinal shower profile of 100 GeV pions in the HCAL
due to the presence of 0.0 (no field), 1.5 and 3.0 T magnetic fields. The shower profile for test
beam data is broader than the Monte Carlo prediction and there is a clear indication that the
increase in response is at the shower maximum.
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Figure 5.24: Longitudinal shower profile of 100 GeV pions in HCAL in the presence of mag-
netic field of (left) 0.0 and 1.5 T; (right) 0.0 and 3.0 T.
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5.4.2 Response and resolution

The 2002 HCAL test beam (TB02) experiment [170] was a small scale detector setup designed
to study the performance of the CMS hadron calorimeters. The detector was exposed to
beams of π− (20, 30, 50, 100, 300 GeV), electrons (20, 30, 50, 100 GeV), and muons (225 GeV)
over a large energy range. More than 100 million events were read out with a 29.6 ns period,
slightly longer than the 25 ns planned for CMS. A total of 144 Hadron Barrel (HB) channels
(two wedges) and 16 Outer Hadron (HO) channels were tested in a detector configuration
which included an aluminum slab, representing the solenoid material, and a prototype of
the electromagnetic calorimeter (ECAL). The single particle performance measurements and
comparison with Monte Carlo simulations are discussed in detail in [171, 169].

The way to determine the “nominal” pion energy distributions was to reject the background
events by means of cuts in the HCAL energy versus ECAL energy plane. Figure 5.25 shows
the pion energy distributions after cuts in ECAL versus HCAL energy space. Gaussian fits
to the energy distributions in Fig. 5.25 show non-Gaussian high energy tails for 20-30 GeV
pions as a consequence of the non-compensating nature of the CMS calorimeters. The low
energy tails for higher energy pions are a manifestation of energy leakage beyond the HB
outer limits.
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Figure 5.25: Energy distributions of 20 GeV and 100 GeV pions, after the HCAL versus ECAL
energy based background cuts were applied. Some signal events are lost at low energies. The
non-Gaussian low energy tails are due to energy leakage beyond the HB outer limits.

Figure 5.26 shows the response of the ECAL+HB system to π− as a function of energy calcu-
lated as Eπ−/Ei, where Eπ− is the mean of Gaussian function fit to the energy distributions
and Ei is the initial beam energy. The result from a Monte Carlo simulation, based on OSCAR

(version 2 4 5) using GEANT (version 4.5.2.p02) and LHEP-3.6 or QGSP-2.7, is compared with
the TB02 data measurement. The vertical bars are the statistical and systematic uncertainties
in the data measurement added in quadrature. For comparison, the simulated linearity plots
were scaled up by 5% (LHEP) and 3% (QGSP) to approximately match the data at 300 GeV.
Within the experimental uncertainties, there is good agreement between the data and the



220 Chapter 5. Hadron Calorimeter

simulation. While the LHEP (version 3.6) physics list predicts a response growing slightly
faster than the measured in data, the one derived from the QGSP (version 2.7) physics list
grows slower.
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Figure 5.26: In the ECAL+HB configuration for pions, comparison between the simulated
and measured energy response, Eπ−/Ei, using both LHEP (version 3.6) and QGSP (version
2.7) physics lists.

Figure 5.27 shows the resolution of the ECAL+HB system for π− as a function of energy cal-
culated as σ/Eπ− , where Eπ− is the mean and σ the square root of the variance of a Gaussian
function fit to the energy distributions. The vertical bars are the statistical and systematic un-
certainties in the data measurement added in quadrature. The data measurement is in good
agreement with the simulation, for the two physics lists tested, given the high correlation of
the TB02 measurement uncertainties point-to-point in pion energy. The LHEP (version 3.6)
physics list gives a fractional energy resolution a few percent larger than the QGSP (version
2.7) list. The data results and Monte Carlo prediction are easier to compare in the ratio plot
shown in Fig. 5.27.

5.4.3 Low energy e/π response

The 2004 HCAL test beam detector configuration was very similar to that of the 2002 exper-
iment [17]. The beam line was more complex to allow for the very low energy beam (VLE),
as well as better particle identification using muon counters, Cerenkov detectors, and wire
chambers. The detector was exposed to π− beams of energies in the 10–300 GeV range, as
well as to VLE beams in the 2-9 GeV range. The HCAL readout was arranged in two differ-
ent configurations. The standard configuration consisted of one channel per tower, giving
maximum transverse granularity but no longitudinal segmentation. The second configura-
tion was designed to study longitudinal shower shapes, and the signal for a channel was
therefore integrated in η for each φ slice. The π/e response ratio was measured as a function
of the pion energy in the 5–300 GeV range. Fig. 5.28 shows a comparison to a Monte Carlo
simulation based on OSCAR (version 3 7 0) using GEANT (version 4.6.2.p02). The agreement
is good over the full energy range which was tested.
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Figure 5.27: In ECAL+HB configuration for pions, comparison between the simulated and
measured energy resolutions, σ/Eπ− , using both LHEP (version 3.6) and QGSP (version 2.7)
physics lists.
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Figure 5.28: Pion response versus energy in the central HCAL barrel. The error bars are
statistical and systematic uncertainties added in quadradure.

Figure 5.29 shows the measured mean energy depositions in layers 0–16 of a hadron barrel
module for 300 GeV pions. The agreement between data and the Monte Carlo prediction is
excellent when using the LHEP (version 3.6) physics list. The QGSP (version 2.8) physics list
predicts shorter showers than observed.



222 Chapter 5. Hadron Calorimeter

Layer number
0 2 4 6 8 10 12 14 16 18

Layer number
0 2 4 6 8 10 12 14 16 18

N
or

m
al

iz
ed

 s
ig

na
l

0

0.02

0.04

0.06

0.08

0.1
-π300 GeV  

TestBeam mu calib
TestBeam wire source

G4 LHEP
G4 QGSP

Figure 5.29: Longitudinal shower profile for 300 GeV pions.

5.4.4 Cluster-based response compensation

The response of the full ECAL+HCAL barrel calorimeter to electrons differs from pions in a
substantial and energy dependent fashion, as shown in Figure 5.28. This leads to an en-
ergy dependent response and a degradation in the pion and, hence, jet resolution. The
measured raw energy response and fractional energy resolution for pions as a function of
energy are shown in Fig. 5.30. The non-compensated energy resolution is parameterized as
σ/E = 120%/

√
E ⊕ 6.9%. The uniformity and resolution of the pion energy measurement

can be substantially improved using clustering techniques that utilize the fine granularity
and separate energy measurements of the ECAL and HCAL compartments [172].
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Figure 5.30: Nominal raw energy response and fractional energy resolution as a function of
ECAL+HB energy for pions. The fit for the non-compensated energy resolution is shown.

The technique in [172] uses test beam data to fit the intrinsic electron to hadron response
(e/h) and the average neutral fraction f0 of the ECAL and HCAL as a function of the raw
total calorimeter energy, εE + εH , using the following fitting functions:

(e/h)(H,E) = a(H,E)[1 + b(H,E)/(εE + εH)] (5.1)

f0 = c log(εE + εH)d (5.2)
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for the free parameters: aH , aE , bH , bE , c and d. The fit is performed minimizing the calori-
meter energy resolution as follows:

(e/π)(H,E) = (e/h)(H,E)/[1 + ((e/h)(H,E) − 1) · f0] (5.3)
E = (e/π)EεE + (e/π)HεH (5.4)

χ2 =
∑

i

(P0 − Ei)2/σ2
i (5.5)

where χ2 is minimized given the known beam momentum P0 and the computed pion energy
Ei for 2004 test beam data taken at 10, 30, 100 and 300 GeV. The improvement in the compen-
sation of the single pion response using the weighting procedure is clearly demonstrated in
Figure 5.31 for 15 GeV pions from test beam. The result of this procedure over the 5–300 GeV
pion energy range yields an improved pion resolution as shown in Figure 5.32.
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Figure 5.31: Scatter plot of the 15 GeV incident pion beam data. The plots are shown for
raw data (left) and for corrected data (right) showing an improved linearity in pion energy
response for ECAL+HB.
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Chapter 6

Inner Tracking System

6.1 Simulation

6.1.1 Simulated geometry

The layout of the Silicon Strip Tracker (SST) and the Pixel Tracker is described in Section 1.5.5.

The Pixel barrel detector is composed of 3 layers, each layer is divided into 2 half-cylinders,
and each half-cylinder is composed of ladders and half-ladders. The ladders and half-ladders
provide the support structure and cooling for pixel modules (Fig. CP 13) with each ladder
containing 8 modules. To make the layers hermetic in the r-φ plane, the half-cylinder struc-
ture is designed with half-ladders at each edge. The 2 half-cylinders overlap in the edge
regions and therefore provide a small overlap of the sensitive detector area.

The Pixel forward detector is composed of 4 disks, with 2 disks on each side. Each disk is
divided into 24 blades with 7 modules of different sizes on each blade. The blades are tilted
by 20◦ resulting in a turbine-like geometry. Both the blades and the modules on the blades
overlap in order to provide hermetic coverage.

The Tracker Inner Barrel (TIB) is composed of 4 layers, each divided into 4 parts: the positive
and negative sides in z, and upper and lower parts in each side (Fig. CP 12). In these
“shells” (parts), the modules are arranged inside “strings.” The structure of the strings is
different if the strings are positioned in the forward part or the backward part of the internal
layer with respect to the external layer. The structure also varies among the different layers.
There are 3 modules in each string and there are double-side modules in the first 2 layers.

The Tracker Inner Disk (TID) is comprised of 6 identical disk structures. In each disk the
modules are arranged in 3 rings and placed alternatively in the forward and backward parts
of the disk.

The Tracker Outer Barrel (TOB) is comprised of 6 layers. Each layer is made of rods with 6
modules arranged inside each rod. The 2 innermost layers have double-sided modules. The
rod structure changes according to the layer and depends on the z position.

The Tracker EndCap (TEC) contains 9 disks. Due to their large size, the disks are made of 8
petals. In each petal the modules are arranged in rings. The number of rings in each petal
varies from 4 to 7, depending on the position in z. As for the TID, the TEC modules are
arranged in rings placed alternatively in the forward and backward sides of the petal.

The CMS Tracker includes both sensitive volumes and non-sensitive ones. Since the tracker
requires a large amount of low-voltage power, a large amount of heat needs to be dissipated.
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Figure 6.1: Material budget in units of radiation length (left) and in units of interaction length
(right) as a function of η for the different subunits.

Therefore a large fraction of the material of the tracker consists of electrical cables and cooling
services. Other non-sensitive parts include support structures, electronics, the beam-pipe,
and the thermal screen outside the tracker.

The decomposition of the tracker material in terms of radiation lengths and interaction
lengths versus η for the different subdetectors is shown in Figure 6.1.

6.1.2 Simulation of the detector response

During GEANT4 (OSCAR) track propagation, the entrance and exit points of particles in the
Tracker sensitive volumes are recorded, together with the deposited energy. In GEANT4, low
cuts for delta-ray production are used (120 keV and 30 keV for the strip and pixel trackers,
respectively) to realistically simulate charge distributions.

The distribution of deposited energy along the track segment inside each sensor volume is
estimated by subdividing it into many equal subsegments, small compared with the sensor
pitch. Each subsegment is assigned a fraction of the deposited energy using the GEANT4
routine G4UniversalFluctuation, which takes into account Landau fluctuations in thin layers.

The charge from each track subsegment is drifted to the detector surface and simultaneously
diffused in the perpendicular plane. The diffusion is assumed to be Gaussian and is propor-
tional to the square-root of the drift length, with the diffusion constant normalized to 2 µm
(7 µm) for a 300 µm thick strip (pixel) sensor. The magnitude of the Lorentz drift in a 4 T
magnetic field is defined by the drift length and the average Lorentz angle (7◦ and 23◦ for
the strip and pixel trackers, respectively).

The resulting 1-(2-)dimensional charge distribution is mapped to the Strip (pixel) geometry
and the fraction of charge collected by each channel is determined. A list of hit channels for
all contributing tracks is formed. If a single channel is hit by more than 1 track, the charge
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contributions are added together.

The finite time resolution of the silicon tracker electronics is taken into account by super-
imposing minimum bias collisions, not only from the current LHC bunch-crossing, but also
from a few crossings immediately preceding and following it. The signals from out-of-time
particles are scaled-down in size according to the time resolution of the electronics, taken to
be a Gaussian of width 12.06 ns. The readout chip of the pixel tracker assigns hits to the cor-
rect bunch crossing within a 25 ns time window. This is taken into account in the simulation
by accepting only signal and pile-up hits generated in the correct bunch crossing.

All hit channels have a noise contribution added to them that is derived from a Gaussian dis-
tribution centred at zero. Minimum ionizing particles crossing 300 µm of silicon on average
yield a signal-to-noise ratio of 11 (70) in the strip (pixel) tracker.

To digitize the signal collected by each channel, the charge is multiplied by a gain factor and
rounded to the nearest integer, thus simulating ADC digitization. Signals exceeding the ADC
range (6 bits in the pixel tracker and 8 bits in the strip tracker) are assigned the maximum
allowed ADC value. The Tracker electronics can zero-suppress small signals. In the pixel
tracker this is simulated by accepting only signals with a signal-to-noise ratio S/N > 5. In
the strip tracker, isolated strips are accepted with S/N > 5, as are groups of neighbouring
strips that all have S/N > 2. Furthermore, when a strip failing these criteria lies between 2
successful strips, it is also accepted.

The finite space available in the pixel readout chip limits the size of data buffers and the
complexity of circuits. Therefore some data losses will always be present. Additional pixel
inefficiencies are expected due to unbonded and noisy pixels. To simulate such inefficien-
cies, randomly chosen pixels, double-columns, and whole readout chips are erased. The
data losses are in general dependent on the CMS trigger rate and the average detector occu-
pancies. They were parameterized according to results obtained from detailed simulations
and included in ORCA digitization code. The default inefficiencies used in CMS simulations
are 4% for the 4 cm layer at high luminosity and ≤ 1% for all other cases.

6.1.2.1 Tuning of the pixel detector simulation with test-beam data

The pixel detector is the innermost component of the CMS experiment and the most exposed
to radiation. At 4 cm from the beam line, the innermost detector layer will be exposed to
a fluence of about 3 × 1014 neq cm−2yr−1 at the full LHC luminosity (where neq is neutron
equivalent). The second and third layers will be exposed to fluences of about 1.2 × 1014

neq cm−2yr−1 and 0.6× 1014 neq cm−2yr−1, respectively. In the LHC low-luminosity config-
uration, the particle fluence at the innermost layer will be about 1× 1014 neq cm−2yr−1.

Particle radiation generates defects in the silicon lattice that can trap charge carriers, therefore
the average collected charge is expected to decrease as the detector is exposed. This effect has
implications for the detector performance, e.g., the hit detection efficiency. This can be partly
compensated by increasing the sensor bias voltage. In addition, in the barrel section the
spatial resolution along the r-φ coordinates is mainly determined by the Lorentz deflection
caused by the 4 T magnetic field. The tangent of the Lorentz angle is linearly proportional
to the charge carrier mobility, which itself is a function of the electric field in the sensor
bulk. Therefore any change in the bias voltage will change the detector position resolution.
Detailed beam-test measurements of the detector response, before and after irradiation, are
therefore necessary to optimize the reconstruction algorithms, the detector simulation, and
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the operational parameters.

The performance of the pixel sensors was measured in 2003-4 in the H2 beam line of the
CERN SPS using 150–225 GeV pions. The beam impact position on the pixel sensor was
measured with a beam telescope to a precision of about 1 µm [173]. A detailed description of
the experimental setup and of the data reduction can be found in [174]. The measurements
were performed on prototype barrel and endcap sensors with 125×125 µm 2 pixel cells. A
description of both designs can be found elsewhere [175].

Signal, noise, and their ratio measured at different radiation fluences and bias voltages are
summarized in Table 6.1 for both barrel and endcap sensors. The signal was defined as
the average of the signal distribution recorded by the hit pixel, while noise was the σ of
a Gaussian fit applied to the signal distribution recorded during gaps between spills. The
measurements were performed with tracks perpendicular to the sensor surface without mag-
netic field. As discussed above, the bias voltage must be increased after irradiation to collect
charge from the full sensor thickness. Large signal-to-noise ratios were recorded even at high
fluences.

Table 6.1: Signal, noise, and S/N measured with prototype barrel and endcap sensors of the
CMS pixel detector. Measurements are at different irradiation fluences and bias voltages.

Barrel sensors
Fluence Bias voltage Signal Noise S/N

(neq cm−2) (V) (ADC counts) (ADC counts)
0 150 727.7 11.1 65.2

0.6× 1014 150 633.2 8.9 70.9
2× 1014 200 654.0 10.9 59.8
6× 1014 400 475.6 9.9 48.2

Endcap sensors
0.6× 1014 100 421.7 9.7 43.5
6× 1014 450 415.8 9.5 43.8

The hit detection efficiency was measured using tracks at normal incidence to the detector
plane. If the collected charge in the pixel predicted by the beam telescope was above a thresh-
old of 5 times the pixel noise, the hit was counted as detected. Pixels cells with high noise
or with faulty bump-bond connections were excluded from the analysis. Figure 6.2 shows
the hit detection inefficiency as a function of the irradiation fluence for barrel and endcap
sensors. For each fluence the bias voltage was set to the minimum value at which charge
collection saturated.

For the barrel sensors, the particle detection inefficiency is a few per mil at start-up and
increases with the radiation fluence. After a fluence of 6 × 1014 neq cm−2, the inefficiency is
still below 2%. The inefficiencies after irradiation are largely due to charge losses along the
metal line. By applying a magnetic field parallel to the direction with the larger pixel, side
charge carriers are deflected along the direction parallel to the metal line. This implies that
the particle detection inefficiency is almost unaffected by the presence of the magnetic field.
For the endcap sensors the inefficiency is about 2–4%. This is mostly due to the larger gaps
between n+ implants, which are necessary to house the p-stop rings, and is independent of
the level of irradiation within the measured range.
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Figure 6.3: Lorentz angle as function of the bias voltage for several fluences and sensor tem-
perature.

The CMS pixel detector will be subject to a 4 T magnetic field. In presence of the magnetic
field the Lorentz force deflects the charge carriers from their drift along the electric field
lines. The deflection angle, called the Lorentz angle, ΘL, can be measured with the so-called
“grazing angle” technique [176]. The beam crosses the sensor at a shallow angle of 15◦ and
the charge carriers are displaced by the magnetic field parallel to the beam. Figure 6.3 shows
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the Lorentz angle extrapolated to 4 T magnetic field (the measurement was done with 3 T)
as a function of the bias voltage [177]. The measurements were performed with prototype
sensors of the barrel detectors. The Lorentz angle decreases with increasing values of the
bias voltage due to the dependence of the charge carrier mobility on the electric field. In
addition, the values measured at −20◦ C are about 2◦ larger due to the increase of electron
mobility at lower temperature. The values measured after heavy irradiation are compatible
with the respective values of the unirradiated sensor. However, it must be stressed that after
irradiation and in the presence of high leakage Current, the Lorentz angle is not constant
across the sensor bulk due to the double-peak structure of the electric field [178]. At the
start-up of detector operation, a Lorentz angle of about 26◦ is expected. After irradiation
the bias voltage will be increased to compensate for the trapping of charge carriers, with a
consequent decrease of the Lorentz angle.

6.1.2.2 Tuning of the strip tracker simulation with test-beam data

Noise after common-mode noise (CMN) subtraction enters the simulation as the equivalent
noise charge (ENC) which is then converted into ADC counts by an adjustable conversion
factor. The raw data of a given front-end chip have a common shift from one event to another
called common-mode. This shift is subtracted on an event-by-event basis, and the remaining
noise is called the “common-mode subtracted noise.” The common-mode depends both
on the detector electronics and on the environmental conditions, and it is not possible to
disentangle them completely. Measurements in a beam-test environment give an estimation
on what we will face in the experiment. For TEC modules, the common-mode noise (RMS
of the common-mode distribution) was about 1 ADC count. In worse situations, common-
mode noise of up to 5 ADC counts has been reported.

Values of the noise measured for the different module types in the strip tracker are listed in
Table 6.2. The modules were unirradiated and cooled. The noise scales with the strip length
as expected by [179]. Using a linear fit (Fig. 6.4) one can express the noise as

ENC (peak) = (38.8± 2.1)e−cm−1 × L + (414± 29)e− (6.1)
ENC (deconv.) = (51.0± 3.2)e−cm−1 × L + (630± 45)e− (6.2)

where the gain was normalized assuming that one MIP leaves 25 000 e− in a 300 µm sensor.
After irradiation of TOB modules with the fluence expected in 10 years of LHC running,
the noise at −10◦ C increased by about 35%, both in peak and deconvolution modes. On
irradiated TIB modules at −10◦ C, the noise showed an increase of about 15% in peak mode,
while deconvolution mode stayed unaffected. The simulation should use a conservative
50% increase in noise to account for radiation damage.

The S/N observed in the test beam was 36 (38) for OB1 (OB2) modules in peak mode and 25
(27) for OB1 (OB2) modules in deconvolution mode. In the simulation the default value is
11.

The cluster signal measures the ionization charge collected by adjacent strips. Clusters have
typically one or few strips, depending also on the angle between the track and the sensor. The
distributions of cluster signals routed by different optical channels are affected by the atten-
uation in the optical connections, which has large channel-to-channel variations. This spread
is partially compensated by selecting a proper output current range of the laser drivers (±2,
±3, ±4, ±5 mA) eventually reducing the RMS of the distribution of net gains to ≈ 0.2%, as
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Figure 6.4: Noise after CMN subtraction measured on several module types versus the strip
length for 2 APV modes: peak mode (left) and deconvolution mode (right). The results of
the linear fits are quoted in Equations (6.1) and (6.2).

Table 6.2: Summary of the common-mode subtracted equivalent noise charge (ENC) for the
different module types. The values are given for the APV modes: Peak (inverter on, calibra-
tion off) and Deconvolution (inverter on, calibration off).

Module Type ENC in e− Strip Length
Peak Deconv. in mm

OB1 1156±49 1647±78 183.2
OB2 1101±18 1550±23 183.2
IB1 931±48 1315±37 116.9
IB2 815±37 1182±31 116.9
W1TEC 744±24 1061±38 85.2
W2 772±26 1112±53 88.2
W3 835±17 1201±50 110.7
W4 853±22 1188±27 115.2
W5 1011±30 1410±59 144.4
W6 1126±27 1580±49 181.0
W7 1203±40 1751±111 201.8
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explained in Section 6.3.2. In the test-beam data, the cluster signal most probable value in
ADC counts had an RMS of 12% in peak mode and 10% in deconvolution mode. The simula-
tion assumes a constant conversion of 313 e− per ADC count, based on the agreed hardware
setting.

The interstrip coupling is implemented in the simulation by simply moving fractions of the
charge of the hit strip to the neighbours. The fraction of charge put on one neighbour is by
default 12%.

Under the influence of a magnetic field, drifting charge is deflected by the Lorentz angle,
which can be expressed as

tanΘL = µH B = rH µB (6.3)

A parameterization of the drift velocity of electrons in an electric field was suggested in [180]
that can be translated into a formula for the mobility:

µ =
µlow

(1 + (µlowE
vsat

)β)1/β
(6.4)

This formula is used in the simulation together with the following parameters applicable for
drifting holes:

• Low field mobility µlow = A (T/300K)−2.5. For unirradiated detectorsA = 470.5 cm2/Vs
and for irradiated detectors it will change to A = 460 cm2/Vs [181]

• Fitting parameter β = 1.213 (T/300K)0.17

• Saturation drift velocity vsat = (8.37× 106 cm/s) (T/300 K)0.52

• Hall scattering factor rH = 0.7

When the detectors are biased with a voltage well above depletion the electric field can be
assumed constant through the detector thickness D and the mean electric field is E=Vbias/D.
Finally, it is shown in [181] that this parameterization is in good agreement with data.

The time resolution was studied using the TOB Cosmic Rack. Two parallel modules were
exposed to perpendicular muons. The first module (in peak mode) was used to measure
the location of the track and to identify the strips hit by the muon on the second module
(in deconvolution mode). The signal of the highest strip and its neighbours were measured
on the second modules for different delays of its clock and trigger signals using the Phase
Locked Loop (PLL) chip. The result is shown in Figure 6.5 where the average pulse height
(pedestal subtracted) is plotted as a function of PLL delay. The Gaussian fit on the highest
strip gives a σ of 13.75 steps of the PLL delay, or σ = 14.3 ns. The default value in the
simulation was 12 ns. The shape of the pulse depends on the operating conditions and on
the settings of the APVs. A σ of 13.2 ns was observed in a previous beam test.

Hit efficiency was studied on the TOB Cosmic Rack. The setup was equipped with 2 double-
sided rods (to measure both x and z coordinates) located in the first and last layer with 4
single-sided rods in between. Three of the single-sided rods contained modules with a strip
pitch of 183 µm and one module with a strip pitch of 122 µm. Tracking was done using
CMS Reconstruction software. First a manual alignment was performed by maximizing the
number of 6-hit tracks and minimizing χ2. The hit-finding efficiency reached with this setup
was between 99.2% and 99.8%.
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Figure 6.5: Signal shape in deconvolution mode taken with muons for sensors at room tem-
perature. The pulse shape in deconvolution mode is implemented as a Gaussian peak in the
simulation. Therefore, the data have been fitted with a Gaussian distribution with σ=14.3 ns.

6.2 Data handling

6.2.1 Databases

Flexible configuring and operation of the tracker hardware and efficient implementation of
the software require the use of a number of databases (DB). As described in Section 2.8,
the offline Conditions DB, referred to simply as the offline DB throughout this chapter, is
accessed by the reconstruction software through an interface that is common to all CMS sub-
detectors. Data access to the offline DB is needed in nearly all steps of the reconstruction in
the Tracker detectors. Three categories of tracker data can be found in the offline DB. The
first category corresponds to the data used to configure the readout electronics: examples of
such data are the strip pedestals and noise values. Some of these data are also needed by
the reconstruction software. The second category consists of non-event data acquired during
data taking. These are the data produced by the environmental and power supply monitor-
ing sensors. The third category is represented by the actual calibrations that are computed
offline using the event data as well as data from the first 2 categories. Data from the first 2
categories reside in the online Configuration and Conditions DBs, which are specific to each
subdetector.

The other tracker-specific DB is the Construction DB. The goals of the Construction DB are

• to track the fabrication and history of components;

• to allow for storage and retrieval of results of the various tests performed on each
component; and

• to store the dimensions of each component and its location in the tracker.

The information about detector dimensions and their locations is needed to validate the de-
scription of the Tracker as used in the reconstruction software. In addition, it will be nec-
essary to transfer some of the information stored in the Construction DB to the offline and
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online DBs.

The status of the DBs specific to the strip and pixel detectors is described as follows.

6.2.1.1 Silicon-strip databases

The CMS Tracker is composed of 200 000 components of about 20 different species assembled
and tested in 20 laboratories around the world. Each component has to be identified, tested,
and assembled into higher level components.

Two implementations of the construction DB exist for the Strip tracker. One of them is used in
the construction phase of all the subdetectors (TIB, TID, TOB, and TEC) and in the integration
phase of the TEC and TOB. A different implementation is used for the integration of the TIB
and TID.

The strip construction DBs contain information on the electrical, Optical, and cooling connec-
tions up to the patch panel. In addition, the TIB and TID Construction DB will also contain
the precise survey measurements of the locations of all the modules on the support struc-
tures. These measurements represent the initial alignment constants, which therefore must
be copied to the offline DB.

The strip-tracker online Configuration DB has to store a large number of parameters relevant
to the configuration of the control and readout electronics.

• FEC parameters: each full version of the control configuration of the whole strip
tracker contains about 1.68× 106 parameters.

• FED parameters: each one of the 400 strip-tracker FEDs requires some 105 param-
eters. More than 90% of these parameters are represented by the pedestals, noise,
and bad-strip flags.

An Oracle DB management system is used to store and handle this information. A versioning
system is used to track the history of all changes in the parameter values.
The strip-tracker online DB system will also contain information about all active readout
components and their connections. This information is obtained by specialized software
procedures (described in Section 6.3.2) and then automatically filled into the DB. A graphical
user interface, which allows parameters stored in the DB to be edited by properly authorized
users, is also available. During data taking, the strip online DB will also receive data from
the sensors for temperature, humidity, voltage, and leakage current that are installed on each
module (some are also installed on the FEDs).

All configuration parameters used for a given run and the recorded conditions will have to
be transferred to the offline DB since they represent conditions data.

Error situations detected online have to be logged and stored for later use. A first prototype
of software architecture for error logging exists and has been recently deployed.

6.2.1.2 Pixel databases

A single pixel-specific DB exists. It has been designed with several objectives in mind, the
principal ones being



6.2. Data handling 235

• To keep track of the large number of components during the complex detector
fabrication process, 66× 106 pixels;

• To monitor the performance of the individual pixel elements;

• To implement quality-check procedures and select components suitable for detec-
tor construction;

• To store all information necessary for data analysis.

During the construction phase the pixel DB will reside at Fermilab. The DB will be moved to
P5 at CERN, prior to commissioning. An XML-based data transfer mechanism will be used
to store data from remote institutions. In designing the database, the principle that data once
entered in the database should not be deleted has been adopted. The data can be updated
(changed), but not deleted. Each table has associated history information which can be used
to monitor the behaviour of various components with time.

The pixel DB will enable tracking of every component used to fabricate the pixel detector.
One attribute that deserves special mention is the “pixelinfo” attribute that contains the 4
trim bits and 1 mask bit for each of the approximately 66 × 106 pixels. A mask bit allows
a particular pixel to be enabled or disabled while the trim bits allow the threshold of an
individual pixel to be adjusted. The trim bits and mask bit for all 4160 pixels in a ROC are
encoded and stored as a large binary object. For the pixel detector the configuration data
needed to be downloaded totals about 1.2 GB. Pixel information necessary for data analysis
includes the gain and pedestal for each pixel. The pixel gain and pedestal are determined
offline and are stored in the Conditions DB.

The pixel DB will need different interfaces for data input, data retrieval, and display. While a
graphical user interface will be used to access and retrieve certain categories of information
into the DB, other types of interfaces will be needed for other data groups, e.g., calibration
data. An interface will also be needed for component selection for detector construction.

6.2.2 Data format and size

6.2.2.1 Silicon strip

The FEDs receive analogue data from up to 48 front-end modules, which are digitized, pro-
cessed, and formatted before being forwarded to the global DAQ. The FED has 4 readout
modes, as described below.

• Zero-Suppressed: this is the default mode for proton-proton collisions. The raw
detector data are zero-suppressed, using firmware algorithms implemented within
FPGA devices, so that only useful signal information is transmitted to the DAQ
computing farm. The algorithms perform pedestal and common-mode subtrac-
tion before identifying signal-above-noise thresholds (by default, a factor of 2
above the noise, except for isolated hits, which require a factor of 5 above the
noise). The pedestal and noise calibrations used by the algorithms are described
in Section 6.3.2. For an event sample of dijets with transverse momenta in the
range of 50−100 GeV and a luminosity of 1034 cm−2s−1, the average FED buffer
and event sizes are 1.3 kB and 496 kB, respectively, for an average strip occupancy
of 1.2%. A root compression factor of 1.7 is achieved when writing the raw FED
buffers to disk.
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• Virgin Raw: in this mode, the FED performs no processing and only formats the
raw detector data. This mode is intended for use during detector commissioning
and also facilitates debugging. The FED buffer size is fixed at 49.5 kB.

• Processed Raw: the data are pedestal-subtracted and reordered to reflect the de-
tector strip ordering (this is not the case for the APV25 data streams). However,
the data are not zero-suppressed and it is envisaged that this mode will be used
for heavy-ion collisions for which high occupancies are expected. The FED buffer
size is again fixed at 49.5 kB.

• Scope mode: in this mode, the FED simply captures the APV25 data stream ob-
served within a given time window (of configurable size). This mode is again
used during detector commissioning and is useful for system debugging. The
FED buffer size depends on the size of the time window and has a theoretical
maximum of 196 kB.

The standard DAQ header and trailer words, as described in Section 2.3.2.1, are appended to
the data payload. Additional header words specific to the SST contain information that allow
checking of the operational states of the FED and the connected front-end APV25 chips. The
SST-specific headers take 2 different formats: a verbose “Full Debug” format and a light-
weight “APV Error” format designed for use during physics runs. The data within the FED
buffers have to be formatted appropriately (into “digis”) to be used by the reconstruction
software. For an event sample of dijets with tranverse momenta in the range 50−100 GeV
and a luminosity of 1034 cm−2s−1, the time taken to format all FED data from an event is
140 ms on a 2 GHz PC.

6.2.2.2 Pixel FED data format and event size

The pixel FED readout board will read raw data from 36 input links, build events, and send
the event packets through via S-LINK [42, 43] connections to the DAQ. During the event
building the FED has to reconstruct pixel addresses from 6-level analogue signals. This pro-
cedure requires a set of pre-programmed thresholds. The determination of the thresholds
will be part of the calibration procedure. Otherwise no processing, except error monitoring,
is performed by the pixel FED.

Each FED will send to the DAQ a data packet starting with the standard DAQ header and
ending with the standard DAQ trailer described in Section 2.3.2.1. Between the header and
the trailer there will be a number of 32-bit data words, each containing the information from
1 pixel. The format of the 32-bit word is:

• 6-bit Link id, defines the input link to the FED (varies within 0–35);

• 5-bit ROC id, defines the ROC within one link (0–23);

• 5-bit Double-Column id, defines the double column within a ROC (0–25);

• 8-bit Pixel id, defines the pixel address within a Double-Column (0–179);

• 8-bit ADC value, the signal amplitude, extracted from a 10-bit ADC.

The FED data volume resulting from the format described above corresponds to 4 × (3+
number-of-pixels) bytes. The pixel readout has been arranged in such a way as to approx-
imately fit the requirement of 2.0 kB per FED. For high (low) luminosity pp collisions, the
pixel data volume will be about 72 (22) kB per event. The pixel detector average occupancies
for the 3 barrel layers are 0.00062, 0.00027, and 0.00016, respectively. In the forward endcaps
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the average occupancy is 0.00015, but it varies by a factor of 2 with the radius. The FEDs are
arranged to provide uniform average data rates transmitted over the S-LINKs. The average
S-LINK rate for the 100 kHz L1A rate at high luminosity will be 190 MB/s, with the highest
occupancy FED running at the DAQ limit of 200 MB/s.

When reading data over VME, an alternative “transparent” data format is foreseen in addi-
tion to the standard one. This is a raw data format where the ADC values are not interpreted
but are just sent out. This format will be used only during the initial level calibration proce-
dure described in Section 6.3.1.

The FED formatted data will be transformed into the internal “digis” format. One pixel digi
occupies a 32-bit data word and has the following format:

• 9-bit Column address within a detector module;

• 8-bit Row address within a detector module;

• 8-bit ADC value, the signal amplitude.

When pixel digis are stored on disk they have to be assigned to detector modules. The
empty 7-bit field left in the 32-bit word mentioned above is too small to code the module ID.
Therefore a header for each detector module is required with the det-unit ID and the number
of hit pixels (digis). Assuming that such a header is 64 bits, the total pixel data volume on
disk will be 84 (34) kB for high (low) luminosity.

The conversion of the FED data into the digi format is performed by a software module that,
making use of cabling information, can assign the FEDs output data to the correct detector
modules. A prototype of such a module is now available and its preliminary performance is
10.5(3.5) ms on a 2.8 GHz PC.

6.3 Configuration of the tracker hardware and electronics
Optimum detector performance and efficient track reconstruction requires an appropriately
configured, fully synchronous, and calibrated readout system. This is achieved through pro-
cedures that allow optimization of the parameter sets uploaded to the digital registers of the
various hardware components comprising the tracker readout system. A brief overview of
the tracker readout system can be found in Section 1.5.5.3. An overview of the procedures for
both the pixel and strip tracker readout systems is given below. Performances are discussed
in Volume 2 of this document.

6.3.1 Configuration of the Pixel tracker

The pixel calibration procedures are divided into 2 groups. The first group involves very
basic detector parameters that can be determined within the standalone pixel system where
no additional information from other CMS subdetectors is required. These calibrations will
be run on the local DAQ system which will be based on XDAQ [39, 40, 41] clients. The
calibration tasks are

• Verify the DAC settings for all front-end components (ROCs + TBMs).

• Verify the clock’s fine phase in the front-end components and in the ADCs (FEDs).
The optimization of the fine phase of the 40 MHz clock will be measured by check-
ing the acceptance for low amplitude pulses.



238 Chapter 6. Inner Tracking System

• Check the level thresholds for analogue address recognition and offsets for ana-
logue signals. Verify that the analogue coded pixel addresses are clearly recog-
nizable (see the Tracker TDR [6] for details) with the various address levels being
cleanly separated. The analogue pixel charge signal coming from the 10-bit ADC
should have the right gain and offset to fit correctly into the 8-bit data field fore-
seen in the output data packet. After this step we can switch from the transparent
mode (the mode in which the FED transmits just the ADC values without inter-
preting them) to the standard FED mode (the event building mode with pixel
addresses correctly decoded).

• Identify noisy and dead pixels. This will be done by a scan where a calibration
signal is injected into each pixel.

• Determine the noise and threshold for each pixel and adjust the trim bits. An “S-
curve” scan (efficiency versus pulse amplitude) will be made for each pixel. From
the shape of the “S-curve” the pixel noise can be derived. The pixel threshold will
be adjusted to be, on average, equal to 5 times the average noise. The thresholds
will be made uniform by adjusting the 4-bit trim in each pixel cell.

• Calibrate the pedestals and gains for each pixel. This will be measured by check-
ing the response of each pixel to a set of 5–10 calibration signals of different am-
plitudes. The response will be linear in the middle range from which the gain
and pedestal can be derived. Within the non-linear low and high gain ranges the
response will be parameterized with a more complex non-linear formula.

All these tasks will be done during the “off-beam” periods using charge injection. The pa-
rameters that are calibrated should not vary rapidly in time. At the beginning, soon after de-
tector commissioning, it is planned to run the calibration tasks every few days (2–3). Later,
when the detector is more stable, performing the calibration on a weekly basis should be
sufficient. Neither the central DAQ nor the global trigger system will be needed to perform
these measurements.

The second calibration group involves more advanced parameters which have to be deter-
mined using information from other subdetectors. This can be only done in the filter farm
during full reconstruction. This group includes

• Local, internal pixel synchronization and global synchronization with the rest of
CMS. The fact that pixel tracks can be reconstructed and that they match tracks
in the rest of the tracker will be proof that the global pixel synchronization is
correct. If this is not the case the L1A delay will be scanned to find the correct
bunch crossing. This item will be very important during detector commissioning;
during physics data taking this will be monitored.

• Tuning of the high voltage bias settings. This will not be very critical at the be-
ginning when the detector is not yet radiation damaged. Later it will need ad-
justments but they are expected to vary slowly and smoothly with time. The sim-
ple adjustment can be made by scanning the pixel analogue signal corresponding
to a MIP as a function of the bias voltage and observing its saturation. A more
advanced method uses tracks which pass through the pixel detector at shallow
angles (the so-called grazing-angle technique). When the bias is high enough the
charge deposited in all pixels along the track should be roughly equal.
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None of the measurements mentioned above requires any special control procedures or spe-
cial triggers.

For most of the pixel calibration tasks the algorithms developed during the pixel module
testing will be used. Only small changes will be needed to adopt them to the local DAQ
(XDAQ) and filter-farm (ORCA) environments. Some of the procedures will produce large
quantities of parameters which will have to be stored in databases.

6.3.2 Configuration of the Silicon Strip Tracker

A series of procedures have been developed to configure, synchronize, and calibrate the
Silicon Strip Tracker (SST) readout system and these are primarily concerned with the con-
figuration of the front-end electronics (APV25 and other ancillary chips) and the off-detector
FED boards. A brief overview of the procedures is given below.

• Identifying hardware devices and detector partitions: Prior to configuration and
synchronization of the readout system, all hardware devices within the individ-
ual detector partitions (defined as a group of devices sharing a common trigger
source) must be identified. Procedures comprising VME crate scans are used to
identify all front-end devices (via the FEC and slow control system) and FEDs.
All devices are initially configured with default parameter sets. This procedure is
performed whenever the off-detector electronics is changed or hardware failures
are identified.

• Identifying the cabling of the optical readout system: An automated procedure
determines the cabling of the optical readout links, a highly desirable feature for
a system comprising ≈ 40 000 fibres. In addition, the procedure allows checking
of the detector partitioning and identification of cabling errors and faulty opti-
cal links, and provides a cabling map that is used by the offline reconstruction
software. This procedure is performed whenever the off-detector FED boards are
changed or a link fails.

• Synchronization: Efficient track reconstruction is only possible with a synchronous
readout system, as signal magnitude is attenuated by up to 4% for every nanosec-
ond in timing misalignment for the default operating mode of the APV25 chip.
Synchronization of the SST to LHC collisions comprises 2 steps.

First, all the front-end electronics of the SST are relatively synchronized. Rela-
tive differences in clock phase at the front end due to the different positions of
the front-end modules within the TTC system (that distributes clock and triggers)
must be accounted for to synchronize the front-end electronics. This is achieved
using information within the APV25 data streams, captured by the FEDs, to mea-
sure the differences in clock phase at the front end. This procedure assumes that
the fibre lengths of the readout optical links, which differ and therefore also intro-
duce relative phase shifts, are known and accounted for within the FED configu-
ration.

Second, the phase of the clock distributed to the SST readout system must be ad-
justed to synchronize the entire front end to LHC collisions. This is achieved
through a “fine delay scan” that involves applying a range of phase shifts to
the clock to reconstruct the signal pulse shapes sampled into the APV25 pipeline
memories. This allows identification of the optimum sampling point and is effec-
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tively a measurement of the trigger latency. Corrections for the time-of-flight are
also required, which are provided either by simulation or measurements using
the aforementioned delay scans. This procedure is likely to be performed infre-
quently, perhaps weekly to monthly, depending on the system stability.

• Optimizing the performance of the APV25 chip: The APV25 chip has several
configurable digital registers that allow optimization of various aspects of its op-
eration and performance, including tuning of the analogue pulse shape that is
sampled into the on-chip pipeline memory to maximize signal-to-noise and im-
prove bunch-crossing identification, tuning the signal levels to ensure optimal use
of the available dynamic range, and tuning the gain of the on-chip multiplexer
stage to improve gain matching among readout channels. These operations will
be performed with varying frequencies, ranging from daily to monthly.

• Gain matching and biasing of the optical link system: This procedure ensures
the optimal use of the available dynamic range for each link and optimum gain
matching across the entire link system by tuning the parameter set uploaded to
the digital registers of the analogue laser drivers on the front-end modules. The
laser components are sensitive to changes in the environmental temperature, thus
this procedure should be performed whenever there are significant changes in
temperature.

• Calibration constants for the FED: The FED is a complicated board with many
configurable aspects, the most important of which is the population of the pedestal
and noise look-up tables that are used by the data zero-suppression algorithms of
the FED. Pedestal and noise determination are required prior to every physics run.

The principles for configuring and synchronizing the SST are well understood and prototype
implementations exist for all procedures. These procedures have been extensively tested
during beam tests and with several prototype systems as large as 1/8 of a partition (≈ 400
modules). Much of the required software is now implemented within the offline software
frameworks (both in the previous ORCA framework with its interface COSINE to the online
system, and now in CMSSW). This allows the software to be run using either local DAQ
resources, the default operating mode during detector commissioning, or global DAQ re-
sources, which permits distributed analysis using the extensive processing power of the filter
farm and fast detector readout speeds.

6.4 Track reconstruction
Track reconstruction in a dense environment needs an efficient search for hits during the pat-
tern recognition stage and a fast propagation of trajectory candidates. In the CMS Tracker,
the first task is simplified by the arrangement of sensitive modules in layers that are practi-
cally hermetic for a particle originating from the centre of the detector.

The second task uses the fact that the magnetic field is almost constant in a large part of
the tracker volume and also that most of the support structure is concentrated on the layers,
close to the sensors. During reconstruction the typical step length for propagation of track
parameters is on the order of the distance between 2 layers and a helical track model is
adequate. For reconstruction purposes the detailed distribution of passive material as used
in the simulation is replaced by an attribution of material to layers. This model simplifies the
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estimation of energy loss and multiple scattering, which can be done at the position of the
sensitive elements without requiring additional propagation steps.

The track reconstruction is decomposed into 5 logical parts:

• Hit reconstruction, which in turn consists of clustering of strips or pixels and esti-
mating a position and its uncertainty.

• Seed generation

• Pattern recognition or trajectory building

• Ambiguity resolution

• Final track fit

These parts are described in the following subsections. The section is completed by a descrip-
tion of the reconstruction performance and a description of track reconstruction in heavy-ion
events. More detailed information on track reconstruction can be found in [182].

6.4.1 Tracker clusterization

6.4.1.1 Silicon strip tracker clusterization

Strip tracker cluster reconstruction usually begins with the gain-calibrated zero-suppressed
strip data. The gain is expected to vary by up to 20% across APV-pairs and by a few percent
among the channels within an APV-pair. During commissioning, the FEDs may be operating
in “virgin raw” mode (Section 6.2.2.1), in which case the software must also subtract the
pedestals. The gain and pedestals will each require about 20 MB in the offline DB, as will the
RMS noise that is required for cluster reconstruction itself. These should be fairly stable over
time, with the possible exception of the APV-pair gain, which is temperature dependent.
It will be possible to store the gain-calibrated strip data on disk to minimize the need for
database access when reprocessing the data.

Clusters are reconstructed in the strip tracker by searching for a seed strip with a signal to
noise ratio S/N > 3. Nearby strips are included in the cluster if they satisfy S/N > 2. Holes
are allowed inside clusters only if they are assigned to highly inclined tracks. The total signal
size of the cluster must exceed 5 times the square-root of the sum of the RMS-noise-squared
of the individual strips inside it.

The cluster position is usually determined from the centroid of the signal heights. The large
interchannel coupling in the strip tracker makes it non-trivial to determine the position from
the cluster edges, as is done for the pixel tracker. Nonetheless, this is done for very wide
clusters (containing at least 4 strips).

The position resolution is parameterized as a quadratic function of the projected track width
on the sensor in the plane perpendicular to the strips. The parameters are also dependent on
whether the observed cluster width is compatible with the track width and cluster position.
Figures 6.6a and 6.6b show the observed resolution in simulated data, together with the fitted
parameterization of it, for 2 principal categories of reconstructed clusters.
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Figure 6.6: Strip tracker cluster position resolution in simulated data as a function of the
projected track width. The 2 figures correspond, respectively, to clusters whose expected
width (derived from the track angle and reconstructed cluster position) is (a) 1 strip and (b)
more than 1 strip.

6.4.1.2 Pixel tracker clusterization

The cluster reconstruction algorithm for the pixel detector starts from a cluster seed, defined
as a pixel with S/N > 6. It then adds pixels adjacent to the cluster if they have S/N > 5,
continuing this process until no more adjacent pixels are found. Diagonally adjacent pixels
are considered adjacent. Finally the cluster is retained if its total charge has S/N > 10.1. The
same algorithm is applied to the barrel and forward pixel detectors.

The position of pixel clusters is estimated independently in both dimensions. It is based on
the relative charges of the pixels at the edges of the cluster and the associated reconstructed
track angle. Depending on the detector module orientation, both the track inclination and
the Lorentz shift can contribute to the charge sharing. More details of the procedure together
with the formulae used are given in [183].

The algorithm used needs as an input parameter the expected width of the charge distri-
bution collected on the sensor surface. A precise charge width estimate is performed if the
impact angles of the particle on the detector are known from the partial track reconstruction,
otherwise the track impact angles are estimated from the polar and azimuthal angles of the
hit modules with all tracks assumed to originate from the nominal interaction point.

The error on the reconstructed position is estimated from the spatial displacement between
simulated and reconstructed hits (residuals) and error parameterization is performed as a
function of the cluster size and the rapidity. An additional and more precise error parameter-
ization is performed when the track impact angles are available from the partial or complete
track reconstruction. A detailed description of the error and position assignment of pixel hits
can be found in [183].

The reconstruction inefficiency is defined as the fraction of simulated hits that do not have
any associated reconstructed hit. For the pixel detectors this is below 0.5%. The fraction
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of reconstructed hits that is not associated with any simulated hit (ghost hits) is less than
0.01%. Both the reconstruction efficiency and the ghost rate quoted here do not take into
account readout inefficiencies.

Typical simulated resolutions, for unirradiated sensors, are better than 15 µm in the barrel
in the transverse direction and vary between 15–30 µm for the barrel longitudinal direction
and for the endcap disks. The position resolution before and after irradiation was measured
in test beams with prototype sensors and a 3 T magnetic field. Along the r-φ direction the
measured resolution is between 4 and 15 µm for clusters of more than 1 pixel, depending of
the impact angle and on the irradiation fluence. To estimate the position resolution in CMS
conditions a sensor simulation was implemented which used the electric field profile mea-
sured with irradiated sensors and trapping of charge carriers. A detailed description of the
simulation program and of the data analysis can be found in [174]. Figure 6.7 shows the spa-
tial resolution along the r-φ direction as a function of the angle between the track direction
and the normal to the sensor plane. The position resolution before irradiation depends only
weakly on the impact angle. After a fluence of Φ = 6.7× 1014 n cm−2, the bias voltage is in-
creased to compensate for the charge losses. Due to the decreased amplitude of the Lorentz
deflection, the resolution degrades at large φ angles. A bias voltage of 450 V provides the
best position resolution at this fluence. At a fluence of Φ = 9.7 × 1014 n cm−2 the resolution
further deteriorates, however the optimal bias voltage is still below 600 V.
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Figure 6.7: Pixel position resolution along the r-φ direction as a function of the angle between
the track direction and the normal to the sensor plane. The resolution is calculated for an
unirradiated sensor (solid line) and for sensors exposed to an irradiation fluence of Φ =
6.7× 1014 n cm−2 (dashed lines) and Φ = 9.7× 1014 n cm−2 (dotted lines). For the irradiated
sensors, the position resolution is calculated at different bias voltages.

In the default mode the pixel simulation is tuned to unirradiated sensors, therefore the best
position resolution is used in most physics studies.
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6.4.2 Seed generation

Seed generation provides initial trajectory candidates for the full track reconstruction. A seed
must define initial trajectory parameters and errors. They can be obtained externally to the
Tracker, using inputs from other detectors, but the precision of initial trajectory parameters
obtained in such a way is, in general, poor. Another way is to construct seeds internally. In
this case each seed is composed from the set of reconstructed hits that are supposed to come
from 1 charged particle track. Since 5 parameters are needed to start trajectory building, at
least 3 hits, or 2 hits and a beam constraint, are necessary. If the beam constraint is used it is
removed during the final fit. Hits that are seed constituents are provided by the dedicated
reconstruction.

6.4.2.1 Regional seed generation

Although the external information is usually not sufficient for full seed definition it is still
useful to constrain the search area for its constituents.

A major improvement in the current implementation is the possibility to do the reconstruc-
tion in the region of interest only (regional reconstruction), which is now appearing to be
an important requirement for the online software. The key concept for the new regional
reconstruction software is called the “TrackingRegion.” It is meant to be an abstract defi-
nition of the region of interest with kinematical constraints. The TrackingRegion specifies
the direction around which the region is defined, the (signed) inverse transverse momentum
range, and the allowed position of the track impact point (vertex along beam line and max-
imum allowed distance from vertex in the transverse plane and along the beam line). Two
concrete implementations are provided: “GlobalTrackingRegion” and “RectangularEtaPhi-
TrackingRegion.” The latter allows the direction to be constrained within a given range of η
and φ. Regional seed generation reconstructs sets of hits which are compatible with a track
passing the kinematical requirements of the TrackingRegion.

6.4.2.2 Choice of the layers for hit finding

In the baseline, seeds are defined by pairs of pixel hits. The pixel detector is well suited for
seeding purposes because of its low occupancy. Furthermore, pixel hits are the most precise,
close to the beam pipe, and have both r-φ and z-r coordinate measurements. To assume
maximal efficiency for finding hit pairs in each direction, 3 combinations of layer pairs are
used.

6.4.2.3 Hit-pair finding

The finding of hit pairs that are constituents for seeds can be decomposed into the following
tasks:

• First hit finding—searching for hits in the region of interest. It is straightforward
for the GlobalTrackingRegion, where all hits from a given “DetLayer” (ORCA ter-
minology corresponding in the case of the pixel detector to a forward disk or bar-
rel layer) are compatible. For the RectangularEtaPhiTrackingRegion the allowed
range for hit positions is predicted analytically. The compatible hits are collected
only from the “DetUnits” (corresponding to a module in the case of the pixel de-
tector) compatible with the prediction.
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• Second hit finding—for each selected hit, inner DetLayers are searched for a sec-
ond hit compatible with the first one. The analytical prediction for the hit’s po-
sition is computed independently in the r-φ and r-z planes. Since hits from a
given DetLayer are accessed more than once, the result is stored in a cache. The
hits in the cache are sorted in φ, which allows operation on hit ranges rather than
hit-by-hit accessing.

The performance of the hit-pair finding is shown in Figures 6.8-6.10.

6.4.2.4 Conversion of hit pairs to seeds

Seed creation is much more computationally intensive than just the 2 (at least) hits used
for its definition. Seed construction involves computation of the “FreeTrajectoryState,” con-
struction of an error matrix, and definitions of the first 2 “TrajectoryMeasurements” and a
“TrajectoryStateOnSurface.” The time to generate a seed is about 0.3 ms/seed.

6.4.2.5 Additional seed generators for specific purposes

Although the time for single seed creation is small, the large number of combinatorial hit
pairs may lead to significant and unacceptable time spent in the overall seed generation. To
reduce the combinatorics, additional special-case seed generators are provided:

• Triplet-based seed generation:
This involves reconstruction of pixel-hit triplets instead of pairs. Since the pixel
detector has only 3 layers, the reconstruction cannot be fully efficient. These seeds
can actually be used as tracklets in applications that require high speed, like the
first stages of the High Level Trigger. Performance plots for pixel triplets are
shown in Figure 6.11.

• Seed generator from hit pairs with vertex reconstruction:
This involves reconstructing primary vertices with triplets of pixel hits. The recon-
structed vertices are used as a vertex constraint of the tracking region. A reduction
of ghost-hit pairs by a factor of 10 (50) can be obtained for low (high) luminosity.
The efficiency depends highly on the event type (60–100%).

Another type of seed generator is the generator based only on hits from the strip tracker. It
can be especially useful for the detector at start-up, when the pixel detector will not yet be in-
stalled, or installed in an incomplete configuration. The hit-pair finding algorithm described
above is applied to pairs of layers of silicon-strip detectors.

The efficiency of the pixel-less seed generation for one particular choice of the seeding layers
(first 3 TIB layers, the TID layers, and the innermost 2 rings of the first 3 TEC layers) is shown
in Figure 6.12 for a sample of muons with transverse momentum of 1 GeV/c. This figure
also shows the global efficiency of the pixel seeding, which is limited by the geometrical
acceptance of the pixel detector.

It is also possible to combine the pixel layers with some silicon layers. An example of
“mixed” seeding is also shown in Figure 6.12. In this case the 2 innermost rings of the first 3
TEC layers were added to the pixel layers to extend the coverage at high pseudorapidity.
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Figure 6.8: The algorithmic hit-pair finding efficiency as a function of (left) generated trans-
verse momentum and (right) pseudorapidity. The flat plateau in (left) results from accom-
modation of multiple scattering effects. The plot is made for single muon events (region size
is ∆η × ∆ϕ = 0.2 × 0.2). The geometrical and detector inefficiencies lower the algorithmic
efficiencies by 1–2% (luminosity dependent).
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Figure 6.9: The reconstructed number of hit pairs as the function of region size for h→ eeµµ
events in the case of (left) low and (right) high luminosity.

6.4.3 Pattern recognition

6.4.3.1 Description of the algorithm

The pattern recognition is based on a combinatorial Kalman filter method. The filter pro-
ceeds iteratively from the seed layer, starting from a coarse estimate of the track parameters
provided by the seed, and including the information of the successive detection layers one
by one. On each layer, i.e., with every new measurement, the track parameters are known
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Figure 6.10: The real CPU time (2.8 GHz Xeon) used to reconstruct hit pairs as a function
of region size. The sample is h → eeµµ events with (left) low and (right) high luminosity
pile-up.

with a better precision, up to the last point, where they include the full tracker information.

First, a dedicated navigation component determines which layers are compatible with the
initial seed trajectory. The trajectory is then extrapolated to these layers according to the
equations of motion of a charged particle in a magnetic field, accounting for multiple scat-
tering and energy loss in the traversed material.

Since several hits on the new layer may be compatible with the predicted trajectory, several
new trajectory candidates are created, 1 per hit. In addition, 1 additional trajectory candidate
is created, in which no measured hit is used, to account for the possibility that the track did
not leave any hit on that particular layer. This fake hit is called an “invalid hit.”

Each trajectory is then “updated” with the corresponding hit according to the Kalman filter
formalism. This update can be seen as a combination of the predicted trajectory state and the
hit in a weighted mean, as the weights attributed to the measurement and to the predicted
trajectory depend on their respective uncertainties.

All resulting trajectory candidates are then grown in turn to the next compatible layer(s),
and the procedure is repeated until either the outermost layer of the tracker is reached or a
“stopping condition” is satisfied. In order not to bias the result, all trajectory candidates are
grown in parallel. To avoid an exponential increase of the number of trajectory candidates,
the total number of candidates is truncated at each layer. To limit the number of combina-
tions, and hence to avoid an exponential increase thereof, only a limited number of these are
retained at each step, based on their normalized χ2 and number of valid and invalid hits.

6.4.3.2 Tunable parameters, regional and partial tracking

This algorithm is configurable through several parameters. Depending on their values, it can
provide either a high track finding efficiency, as needed offline, or very fast CPU performance
suitable for use in the HLT.
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Figure 6.11: The performance of triplet finding: (top left) algorithmic and global efficiency,
(top right) reconstructed number of triplets, and (bottom) purity. The efficiency (region size
is ∆η×∆ϕ = 0.2×0.2) is measured with single muon events, thus quoted efficiency does not
take into account a few percent loss due to luminosity dependent readout losses. The purity
is defined as the number of reconstructed full tracker tracks to triplets used for seeding.
The number of triplets and purity plots are made with muons in bb̄ jets in high luminosity
environment. In this case the reconstruction region is centered on the jet direction.

These main parameters are (default values, used in the production of DSTs and for the per-
formance plots (unless stated otherwise) are given in brackets) the following:

• the maximum number of candidates that are propagated at each step (5)

• the inclusion of an invalid hit in the list of compatible hits, when the latter is not
empty (always include invalid hit)

• the maximum χ2 of the hits considered compatible with the predicted track state
(30)
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Figure 6.12: The global hit-pair finding efficiency as a function of pseudorapidity for single
muons with transverse momenta of 1 GeV/c, shown for pixel-less seeding, pixel seeding,
and mixed seeding.

• the maximum number of invalid hits, i.e., crossings of sensitive detectors without
a measurement (1)

• the maximum number of consecutive invalid hits (1)

• the minimum transverse momentum (0.9)

• the minimum number of hits per track (5)

In addition, it is possible to specify an arbitrary stopping condition, in which case the pattern
recognition is interrupted before the end of the tracker is reached (partial track reconstruction).
Such a condition is typically used in the HLT, since the required accuracy on track parameters
is often reached after 5 or 6 hits, and the continuation of the pattern recognition to 12–13 hits
would be a waste of CPU time.

If the track reconstruction is constrained to a region, the constraint affects mostly the seed
generation phase. The only constraint that can be applied effectively at the pattern recogni-
tion stage is the transverse momentum cut.

6.4.3.3 Combinatorial behaviour of the pattern recognition algorithm

When a trajectory is propagated to a given layer, the uncertainty of the predicted state
(Fig. 6.13) has a direct effect on pattern recognition, since it determines the compatibility
between the trajectory and nearby hits. The number of compatible hits found on a layer de-
termines the increase of the number of trajectories to be propagated, as the initial trajectories
are multiplied by the number of hits found.

In the barrel, a large fraction of the seeds are composed of hits in the first 2 pixel layers, and
the seed trajectories are first propagated from the second to the third layer. With the limited
information available at that stage, the parameters of the trajectories are still poorly defined,
and the uncertainties of the predicted states are quite large. Even though the uncertainty is
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large, due to the very fine granularity and the low occupancy of the pixel detectors, only 2
hits are usually found to be compatible, the correct hit and the invalid hit. As a consequence,
the contamination of the trajectories formed when the found hits are included is very low.

BarrelPixel3

BarrelSilicon1

BarrelSilicon2

BarrelSilicon3

BarrelSilicon4

BarrelSilicon5

BarrelSilicon6

BarrelSilicon7

BarrelSilicon8

BarrelSilicon9

BarrelSilicon10

BarrelPixel3

BarrelSilicon1

BarrelSilicon2

BarrelSilicon3

BarrelSilicon4

BarrelSilicon5

BarrelSilicon6

BarrelSilicon7

BarrelSilicon8

BarrelSilicon9

BarrelSilicon10

U
nc

er
ta

in
ty

 (
cm

)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14 ) planeφTransverse (r

Longitudinal (rz) plane

ForwardPixel1

ForwardPixel2

ForwardSilicon1

ForwardSilicon2

ForwardSilicon3

ForwardSilicon4

ForwardSilicon5

ForwardSilicon6

ForwardSilicon7

ForwardSilicon8

ForwardSilicon9

ForwardSilicon10

ForwardSilicon11

ForwardSilicon12

ForwardPixel1

ForwardPixel2

ForwardSilicon1

ForwardSilicon2

ForwardSilicon3

ForwardSilicon4

ForwardSilicon5

ForwardSilicon6

ForwardSilicon7

ForwardSilicon8

ForwardSilicon9

ForwardSilicon10

ForwardSilicon11

ForwardSilicon12

U
nc

er
ta

in
ty

 lo
ca

l Y
 (

cm
)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

Longitudinal (rz) plane

) planeφTransverse (r

Number of compatible hits
0 2 4 6 8 100

50

100

150

200

250

300

310×

Number of compatible hits
0 2 4 6 8 100

100

200

300

400

500
310×

Figure 6.13: Upper figures: Mean uncertainties of the predicted state in the barrel (left) and
forward tracker (right) in the transverse (r-φ) and longitudinal (r-z) planes. Lower figures:
number of compatible hits (including invalid hit(s)) found per trajectory, when leaving the
pixel barrel layer 3 (left) and TIB layer 3 (right). Simulated b-jets with transverse momenta
between 120 and 170 GeV/c are used, with low luminosity pile-up included.

When these trajectories are propagated to the first TIB layer, the uncertainty on the predicted
state increases and the distribution broadens due to the large gap between the 2 layers (ap-
proximately 13 cm) and the small lever arm of the initial trajectories (approximately 6 cm).
As a strip detector with approximately 10-cm-long strips, and thus with a higher occupancy,
is now reached, the number of compatible hits on that layer is larger (Fig. 6.13, bottom-left),
and the contamination by spurious hits markedly higher. Nevertheless, when the hit is in-
cluded, the trajectories are now much better defined, with a larger lever arm. When these
are then propagated to the next layer, TIB layer 2, the uncertainties of the predicted states are
again reduced, which in turn reduces the number of spurious hits found on that layer and
the contamination decreases to a negligible level. Indeed, many of the trajectories containing
spurious hits have now been discarded, either because they were not retained for a further



6.4. Track reconstruction 251

propagation, or because no compatible hits were found when propagated. From there on, for
the subsequent propagations through the rest of the barrel, the trajectories are well defined
and the contamination stays at the same low level (Fig. 6.13, bottom-right).

While navigation in the barrel is quite easy, it is more complex in the transition region. Due
to the difficult geometry, the navigation can point to several layers. For example, for high-η
tracks leaving the forward pixel disk 2, all 3 inner disks and the first 3 endcap disks could be
compatible with the initial trajectory. When these layers are queried for compatible hits, each
of these returns at least the invalid hit. As the propagation distance to some of these layers
can be quite large, the uncertainties are comparatively large, and the probability of finding
a spurious hit increases. There is as such a much higher number of compatible hits and a
higher contamination from spurious hits. Once the trajectory is in the endcap, the navigation
is easy again: many of the trajectories containing spurious hits are quickly discarded and the
contamination is reduced.

6.4.4 Ambiguity resolution

Ambiguities in track finding arise because a given track may be reconstructed starting from
different seeds, or because a given seed may result in more than 1 trajectory candidate. These
ambiguities, or mutually exclusive track candidates, must be resolved in order to avoid dou-
ble counting of tracks.

The ambiguity resolution is based on the fraction of hits that are shared between 2 trajecto-
ries. For any pair of track candidates, this fraction is defined in the following way:

fshared =
Nhits

shared

min(Nhits
1 , Nhits

2 )
,

where Nhits
1 (Nhits

2 ) is the number of hits in the first (second) track candidate. If this fraction
exceeds a value of 0.5, the track with the least number of hits is discarded, or, if both tracks
have the same number of hits, the track with the highest χ2 value is discarded.

The ambiguity resolution is applied twice: the first time on all track candidates resulting
from a single seed, and the second time on the complete set of track candidates from all
seeds.

6.4.5 Track fitting and smoothing

For each trajectory, the building stage results in a collection of hits and in an estimate of
the track parameters. However, the full information is only available at the last hit of the
trajectory and the estimate can be biased by constraints applied during the seeding stage.
Therefore the trajectory is refitted using a least-squares approach, implemented as a combi-
nation of a standard Kalman filter and smoother.

The Kalman filter is initialized at the location of the innermost hit with an estimate obtained
during seeding. The corresponding covariance matrix is scaled by a large factor in order to
avoid any bias. The fit then proceeds in an iterative way through the list of hits. For each
valid hit the position estimate is re-evaluated using the current values of the track param-
eters: information about the angle of incidence increases the precision of the measurement
especially in the pixel modules. The track parameters and their covariance matrix are up-
dated with the measurement and the trajectory is propagated to the surface associated with
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the next hit. The track parameters and their covariance matrix are modified according to the
estimates for energy loss and multiple scattering at the target surface and the sequence is
repeated until the last hit is included.

This first filter is complemented with a smoothing stage: a second filter is initialized with the
result of the first one—except for the covariance matrix, which is scaled with a large factor—
and run backward toward the beam line. At each hit the “updated” parameters of this second
filter, which contain all information from the outermost hit up to and including the current
hit, are combined with the “predicted” parameters of the first filter, i.e., the information from
the innermost hit outward, but excluding the current hit.

This filtering and smoothing procedure yields optimal estimates of the parameters at the
surface associated with each hit and, specifically, at the first and the last hit of the trajectory.
Estimates on other surfaces, e.g., at the impact point, are then derived by extrapolation from
the closest hit.

6.4.6 Track reconstruction performance

6.4.6.1 Efficiency and fake rate

The efficiency of reconstructing single tracks with the combinatorial Kalman filter has been
estimated using samples of muons and pions with transverse momenta of 1, 10, and 100
GeV/ c. For this analysis, tracks are reconstructed using seeds in the pixel detector and
default settings for the pattern recognition, ambiguity resolution, and fitting stages. Recon-
structed tracks are required to have a minimum of 8 hits, with a hit missing in at most 1
layer, and pT > 0.8 GeV/c. A track is deemed to be successfully reconstructed if it shares
more than 50% of the hits with a simulated track.

To measure the track reconstruction efficiency, 2 definitions of efficiency are used, as in the
case of the seed generator. The algorithmic efficiency is the efficiency of reconstructing cor-
rectly tracks with pT > 0.9 GeV/cwhich have simulated hits in at least 8 layers in the tracker,
of which at least 2 are in the pixel detector, and which are originating in a region compatible
with the seeding requirements. It measures directly the performance of the track recon-
struction algorithm. It is essentially the efficiency of the pattern recognition stage, the other
stages being fully efficient. The global efficiency is the reconstruction efficiency for all tracks
with pT > 0.9 GeV/c and with a production vertex inside the beam pipe. In addition to
the efficiency of the algorithm, it includes the acceptance, hit efficiency, and any other factor
influencing reconstruction. It mainly differs from the algorithmic efficiency in the forward
region, with the loss of coverage by the disks, especially in the pixel system. The fake rate is
defined as the fraction of reconstructed tracks that could not be associated with a simulated
track of pT > 0.7 GeV/c.

The efficiency for single particles is shown in Figure 6.14. As the algorithmic efficiency in-
dicates, the pattern recognition is fully efficient for pseudorapidities up to |η| = 2.4. For the
global efficiency (Fig. 6.14), the drop of efficiency in the region |η| < 0.1 is due to the gaps
between the sensors in the ladders of the pixel detector at z = 0. The alignment of the gaps
in the 3 layers causes some tracks not to have the 2 required pixel hits. At high η, the drop
of efficiency is mainly due to the lack of coverage by the 2 pairs of forward pixel disks. For
hadrons, the global efficiency is obviously lower than for muons because hadrons interact
with the material present in the tracker.

The global and algorithmic efficiencies and the fake rate for tracks in b jets with transverse
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Figure 6.14: Algorithmic (left) and global track reconstruction efficiency (right) for muons
(top) and pions (bottom) of transverse momenta of 1, 10 and 100 GeV/c.

momenta in the range 120–170 GeV/c and including low luminosity pile-up are shown in
Figure 6.15. The track selection used for this analysis is a very loose one, and the efficiency
and fake rate can be tuned by applying additional quality criteria. The most important pa-
rameters that are available for such a selection are the number of hits used in the track fit, the
number of invalid hits, and the χ2. As an example, the change of global efficiency and fake
rate as a function of the cut on the normalized χ2 are also shown in Figure 6.15.

6.4.6.2 Resolution

Five parameters are chosen to describe a track: d0, z0, φ, cot θ, and the transverse momentum
pT. The track parameters are defined at the point of closest approach of the track to the beam
axis (called the impact point); d0 and z0 hence measure the coordinate of the impact point
in the transverse and longitudinal plane (d0 = y0 cosφ − x0 sinφ, where x0 and y0 are the
transverse coordinates of the impact point). The azimuthal angle of the momentum vector
of the track, φ, is taken at the impact point, and θ is the polar angle. Figure 6.16 shows
the resolution of the 5 track parameters for samples of single muons with pT of 1, 10, and
100 GeV/c.
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Figure 6.15: Global track reconstruction efficiency for b jets with transverse momenta be-
tween 120 and 170 GeV/c, including low luminosity pile-up. Upper row: algorithmic and
global efficiency. Lower row: fake rate and evolution of the average efficiency and fake rates
for different cuts on the normalized χ2 of the track.

The resolution of the transverse momentum is shown in Figure 6.16a. At high momentum
(100 GeV/c), the resolution is around 1–2% up to a pseudorapidity of |η| = 1.6; for higher
values of |η| the lever arm of the measurement is reduced. The degradation around |η| = 1.0
is due to the gap between the barrel and the endcap disks and the degradation beyond |η| =
1.2 is due to the lower hit resolution of the last hits of the track measured in the TEC ring 7
with respect to the hit resolution in the TOB layers 5 and 6. At a transverse momentum of
100 GeV/c, the material in the tracker accounts for between 20% and 30% of the transverse
momentum resolution; at lower momenta, the resolution is dominated by multiple scattering
and its distribution reflects the amount of material traversed by the track. The resolutions
of the transverse and longitudinal impact parameters d0 and z0 are shown in Figures 6.16d
and 6.16e. At high momentum, the d0 resolution is fairly constant and is dominated by
the hit resolution of the first hit in the pixel detector. At lower momenta, the d0 resolution
is progressively degraded by multiple scattering, until the latter becomes dominant. The
z0 resolution of high momentum tracks is also dominated by the hit resolution of the first
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pixel hit, with multiple scattering dominating at low momentum. The improvement of the
z0 resolution up to a pseudorapidity of |η| = 0.5 can be attributed to the fact that in the
barrel, as the angle with which the tracks cross the pixel layers increases the clusters become
wider, improving the pixel-hit resolution. The average reduced χ2 is close to 1 as shown in
Figure 6.16f.

6.4.7 Fast track reconstruction with pixel detector only

As explained in Section 6.4.2, triplets of hits found in 3 different layers of the pixel detector
(pixel triplets) may be used to create a collection of seeds for offline track reconstruction. In
certain cases where speed is an important requirement and the highest possible efficiencies
are not a key issue—like HLT b-jet and τ tagging, HLT muon isolation—the hit triplets can
be converted into tracks without further propagation into the tracker.

The pattern recognition performance for pixel triplets is shown in Figure 6.11. Evidently,
requiring 3 hits out of 3—together with the beam or vertex constraint—is a sufficient con-
dition to yield good pattern recognition results. Depending on the definition of the region
and luminosity, approximately 90% of the triplets corresponds to real tracks. Of course, the
requirement that 3 hits are found in 3 layers lays a constraint on the efficiency. Whereas
the algorithmic efficiency—the probability of finding the correct triplet if at least 3 hits have
been found—is close to 100%, the global efficiency is 80–90% (luminosity dependent), due to
geometrical coverage, pixel inefficiencies, and readout losses.

The determination of the track parameters and errors is optimized for speed. Nevertheless,
tracks created from hit triplets reach a acceptable resolution. The main limitation comes from
the small lever arm of the pixel detector. In Figure 6.17 the transverse impact parameter res-
olution is shown versus transverse momentum. Clearly, there is a rapid degradation of the
transverse momentum resolution toward large transverse momenta. The uncertainty of the
transverse momentum determination affects the extrapolation to the beam line. The trans-
verse impact parameter resolution versus transverse momentum and for 2 pseudorapidity
bins is shown in the right plot of Figure 6.17.

The most important characteristic of the pixel-only track finder is its timing performance. For
the regional cases the timing does not exceed 20 ms/event (high luminosity, 2.4 GHz Xeon)
and reaches about 110 ms/event for global reconstruction. Given the favourable balance
between tracking performance and CPU requirements, tracks based on pixel hit triplets form
a valuable asset in the first stages of the High-Level Trigger.

6.4.8 Track reconstruction in heavy-ion collisions

The extremely high particle density in heavy-ion collisions of up to 3000 charged particles
per unit rapidity in central events leads to a very high detector occupancy in the silicon-strip
detectors.

6.4.8.1 Modifications to the algorithm

To make the track reconstruction algorithm robust against the combinatorial problem result-
ing from the high particle density the default track reconstruction procedure is modified as
follows:



256 Chapter 6. Inner Tracking System

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

) [
%

]
t

/p t
 pδ(σ

1

10 , pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

a)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

) [
m

ra
d]

φ δ(σ

-110

1

10 , pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

b)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

m
]

µ
) [ 0

 dδ(σ

10

210

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

c)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

m
]

µ
) [ 0

 zδ(σ

10

210

310

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

d)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

]
-3

))
 [1

0
θ

 c
ot

(
δ(σ

-110

1

10

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

e)

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

/n
df

   
  2 χ

0

0.5

1

1.5

2

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

f)

Figure 6.16: Resolution of the 5 track parameters for single muons with transverse momenta
of 1, 10 and 100 GeV/c: a) transverse momentum, b) φ, c) transverse, d) longitudinal impact
parameter, e) cot θ, and f) reduced χ2.
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Figure 6.17: Transverse momentum (left) and transverse impact parameter (right) resolution
for single muon tracks, created directly from hit triplets.

• The seeding of the track reconstruction relies on 3 hit combinations in the pixel
detectors to achieve more precise initial estimates of the track parameters.

• Merged hits are recognized in the silicon-strip detectors by comparing the found
cluster width with the width expected from the angle of the trajectory to the de-
tector surface. An error proportional to the cluster width is assigned to merged
hits.

• In the final smoothing step hits in the double silicon-strip layers are split and
treated as separate hits.

The number of fake tracks in the data sample can be controlled by imposing constraints on
the quality of the reconstructed tracks. The reconstruction quality is addressed by the num-
ber of reconstructed hits on the track, the χ2-probability of the track fit, and the compatibility
of the track with the event vertex. The corresponding distributions are shown in Figure 6.18.

6.4.8.2 Performance

The performance of the track reconstruction algorithms in heavy-ion collisions was evalu-
ated using a data sample generated using the HYDJET event generator [184] with parameters
tuned to yield a charged particle density at midrapidity dN/dy of about 3000.

With the modifications mentioned above, a high algorithmic reconstruction efficiency can
be achieved in central heavy-ion collisions while retaining a very low fake rate. Figure 6.19
shows the track reconstruction efficiency and fake rate as a function of transverse momentum
in the barrel region of the tracker for 2 sets of quality cuts imposed on the reconstructed
tracks.

The momentum and impact parameter resolution achieved in heavy-ion collisions (Fig. 6.20)
is comparable to the resolution in low-occupancy p-p events.
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Figure 6.20: Track parameter resolution achieved in heavy-ion events in the barrel region
(filled circles) and in the forward region (open circles). Left panel: Transverse momentum
resolution. Central panel: Transverse impact parameter resolution. Right panel: Longitudi-
nal impact parameter resolution.

6.4.8.3 High occupancy effects in detector hardware and readout

To demonstrate the feasibility of reconstructing charged particles in the high occupancy en-
vironment of heavy-ion collisions, a detailed study was performed using a full detector sim-
ulation and reconstruction while checking at each stage of the readout chain of the various
detector components that the readout electronics and buffers can cope with the high hit den-
sity. All detector components were found to be fully functional, however 2 effects were
identified that could lead to a potential loss of reconstruction efficiency.

The first effect is due to the Common Mode Noise (CMN) subtraction in the silicon-strip
tracker. The tracker data are likely to be subject to common-mode variations, whose mag-
nitude is not yet known. In the present hardware design, optimized for p-p collisions, the
FED estimates the common-mode offset event-by-event for each APV. The offset is estimated
by calculating the median ADC value of the data on the 128 strips read by the APV. At high
occupancy this simple algorithm introduces a false common mode offset that is dependent
on the detector occupancy, which in turn leads to an inefficiency in the hit finding. This in-
efficiency can be fully recovered with a more sophisticated common-mode offset estimation.
Currently more sophisticated and robust algorithms for the CMN subtraction that could be
implemented in the FED firmware are under evaluation. If achieving sufficiently robust
performance requires a CPU-intensive algorithm that cannot be implemented in the FED
firmware, the low interaction rate for Pb-Pb collisions of 8 kHz allows the detector to be read
in non-zero-suppressed mode. In that case, the CMN subtraction could be done in the HLT
farm, where more CPU power would be available.

The second effect influencing the reconstruction efficiency are highly ionizing particles. The
high particle density in heavy-ion collisions also results in a high probability of hadronic
interactions with the detector material. This results in a large charge deposit in the active
detector volume. High amounts of charge will saturate the dynamic range of the readout
electronics resulting in a loss of reconstructed hits. This effect is commonly referred to as the
HIP effect and has been extensively studied for p-p interactions [185]. The HIP effect in the
silicon tracker can be simulated in the ORCA reconstruction package, based on a parameter-
ization of test-beam results. The inefficiency due to this effect is estimated by comparing the
same data sample reconstructed with and without simulating this effect. An overall loss of
3–5% reconstruction efficiency is observed for central Pb-Pb collisions.
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Table 6.3: The mean number of simulated tracks with pT > 0.7 GeV/c per vertex, the mean
number of reconstructed tracks associated to the simulated tracks, and the average trans-
verse momentum of the reconstructed tracks.

Sample # SimTracks # RecTracks Mean pT ( GeV/c)
Bs → J/ψ φ (Secondary Vertex) 4 4 3.5
Bs → J/ψ φ (Primary Vertex) 28.9 12.4 1.6
H → γγ, gg fusion 52.1 23.2 2.0
Drell-Yan µ+µ− 50.6 22.7 7.2
tt̄H , H(mH = 120 GeV/c2) → bb̄ 79.3 44.3 4.0

6.5 Vertex reconstruction
Vertex reconstruction usually involves 2 steps, vertex finding and vertex fitting. Vertex find-
ing involves grouping tracks into vertex candidates. The vertex-finding algorithms can be
very different depending on the physics case (primary or secondary vertex finding, recon-
struction of exclusive decays, etc.). Vertex fitting involves determining the best estimate of
the vertex parameters (position, covariance matrix, and track parameters constrained by the
vertex position and their covariances) for a given set of tracks, as well as indicators of the fit
quality (total χ2, number of degrees of freedom, or track weights).

Since some vertex-finding algorithms use vertex-fitting algorithms to associate tracks with
a given vertex candidate, vertex-fitting algorithms are described first. On-line and off-line
primary vertex reconstruction are described next. Then off-line secondary vertex finding
algorithms are discussed. An evaluation of the impact of tracker misalignment on vertex
reconstruction is given. Finally, the strategy to measure the beam spot position at the High-
Level Trigger is described.

Vertex reconstruction is studied in several different physics channels that are representative
of the event kinematics expected at the LHC. To study primary vertices, the following chan-
nels are chosen: Bs → J/ψ φ, H → γγ (produced through gg and vector-boson fusion), tt̄H
with H(mH = 120 GeV/c2) → bb̄, Drell-Yan µ+µ− production with

√
s = 115 GeV/c, u dijet

events with 50 GeV < Ejet
T < 100 GeV, b-jet events with 30 GeV < Ejet

T < 50 GeV where at
least 1 b-jet is within the tracker acceptance, and tt̄ events.

The average track multiplicities and track transverse momenta for some of the samples stud-
ied are summarized in Table 6.3. The difference between the simulated and reconstructed
track multiplicities is due to the tracker acceptance (|η| < 2.5), the pT requirement applied
during track seed generation (0.9 GeV/c by default), and the 15% track reconstruction ineffi-
ciency for hadrons arising from nuclear interactions in the tracker. All samples are simulated
with low luminosity pile-up (L = 2× 1033 cm−2 s−1).

The secondary vertex of the decay Bs → J/ψ φ is also studied, since a precise determination
of the decay position is essential for both the selection and for the measurement of the pa-
rameters of interest. In this case, exactly 4 tracks with relatively low transverse momentum
are fitted to the vertex. These tracks are usually selected using only kinematic requirements,
and do not rely on a vertex-finding technique such as those used for the primary vertex.
A cut on the transverse momentum of the muons is made during Monte Carlo generation.
Therefore, only decays for which both muons have a transverse momentum above 2 GeV are
retained.
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6.5.1 Vertex fitting

6.5.1.1 Algorithms

Several vertex-fitting algorithms have been implemented and studied, differing mainly in
their sensitivity to outlying tracks, that is, either mismeasured tracks or tracks from another
vertex. The implemented algorithms can be divided into linear (least-squares) and nonlinear
algorithms, the latter being more robust with respect to outlying tracks. In least-squares
algorithms all tracks are used with equal (unit) weight. Nonlinear algorithms are able to
down-weight or discard tracks, making them less sensitive to outliers.

The most often used algorithm for vertex fitting is the well-known Kalman filter (KVF) [186].
It is mathematically equivalent to a global least-squares minimization, which is the optimal
estimator when the measurements are Gaussian and the fitted parameters depend linearly
on those measurements. The filter can also compute an improved estimate of the track mo-
menta, using both the vertex and the resulting track-to-track covariance matrices as con-
straints [187].

A robust filter introduced for the first time in CMS is the Adaptive Vertex Fitter (AVF) [188,
189, 190]. It is an iterative re-weighted fit which down-weights tracks according to their
reduced (χ2) distance from the vertex. The weights vary from one iteration to the next, until
the fit converges. This algorithm has the advantage that the weights can be fractional (soft
assignment). No prior estimate of the track weights or of the fraction of outliers is needed.

The Trimmed Kalman Fitter (TKF) is the conventional robust version of the Kalman vertex
fitter, where tracks incompatible with the vertex are removed one by one from the vertex,
starting with the least compatible track [187]. It is a hard-assignment, iterative fit.

6.5.1.2 Performance

The performance of the filters has been assessed using the samples described above. Only
reconstructed tracks matched to simulated tracks that were produced in the relevant decay
are used in the fit, without any selection cuts. As such, only mismeasured tracks can poten-
tially be included in the fit, with contamination from tracks from another vertex having been
eliminated.

The main statistical properties of the fits are summarized in Table 6.4. The average weight
is the average of the sum of the track weights normalized by the number of initial tracks
associated to each vertex. For the Kalman filter, all tracks are used with unit weight, while for
the Trimmed Kalman Fitter, the weight of a discarded track is zero, and the average weight
is equivalent to the average fraction of tracks remaining. The failure rate is the fraction of
vertex fits where either the fit did not converge, or the sum of the weights of all the tracks
was smaller than 1.

For vertices fitted with the Kalman filter, a large number of fits have a low χ2-probability,
typically below 0.01. These have been shown to be due to non-Gaussian tails in the distribu-
tion of the track parameter errors [191]. In the case of the decay Bs → J/ψ φ, approximately
10% of the fits have a χ2-probability below 0.01. For tt vertices, however, this number can be
as high as 80%. For the nonlinear filters, a “pseudo-χ2” variable can be defined in analogy
with the Kalman filter. This pseudo-χ2 will obviously not be χ2-distributed. The distribu-
tions of the pseudo-χ2-probability do not feature the peak at low values observed in the
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Table 6.4: The main statistical properties of the 3 vertex fitting algorithms, determined using
different data samples, assuming a perfectly aligned tracker. The average computation time
per fit and failure rate are also given.

Filter Average Average Average Average Failure
χ2/ndf P (χ2) Weight Time Rate

(ms) (%)
Bs → J/ψ φ - secondary vertex

KVF 1.32 0.46 1 1.2 0
AVF 0.97 0.52 0.927 3.8 0.025
TKF 0.73 0.61 0.927 2.1 0.074

Bs → J/ψ φ - primary vertex
KVF 1.29 0.47 1 3.3 0
AVF 0.79 0.68 0.929 12 0.01
TKF 0.68 0.77 0.934 7.7 0.1

H → γγ (GF) - primary vertex
KVF 1.42 0.45 1 7.4 0
AVF 0.74 0.8 0.929 32 0.01
TKF 0.65 0.88 0.935 24 0.091

Drell-Yan µ+µ− - primary vertex
KVF 1.78 0.31 1 8 0.01
AVF 0.83 0.72 0.91 33 0.04
TKF 0.7 0.84 0.913 27 0.12

tt̄H,m(H) = 120 GeV/c2 - primary vertex
KVF 2.05 0.21 1 13 0
AVF 0.77 0.87 0.905 54 0
TKF 0.67 0.95 0.911 60 0.01

case of the Kalman filter. By construction, tracks with a large χ2-distance to the vertex, and
hence a large contribution to the pseudo-χ2, are down-weighted, shifting the distribution of
the pseudo-χ2-probability to higher values. The average weight and the average number
of discarded tracks for the Adaptive filter and the Trimmed Kalman Fitter are very similar,
even though the former uses a soft track-assignment and the latter a hard track-assignment.
Since, on average, the same number of tracks remain associated to the vertex, the estimated
position from the 2 filters is nearly equal. The Trimmed Kalman Fitter exhibits the highest
failure rate, on the order of 0.1%.

The Kalman filter is the fastest of the 3 filters, as the nonlinear filters have to perform more it-
erations. The Trimmed Kalman Fitter is faster than the Adaptive filter for track multiplicities
below approximately 30, and slower for larger multiplicities, indicating different algorithm
complexities.

The estimated vertex position and associated errors for a perfectly aligned tracker are sum-
marized in Table 6.5. To characterize the residual distributions, the mean (or bias) and the
standard deviation (or resolution) of a Gaussian fitted to the distribution are given. The con-
tributions from the tails have been estimated by determining the half-widths of the symmet-
ric intervals covering 95% of the distribution (95% coverage) and are also quoted. In case of
a Gaussian distribution, the 95% coverage corresponds to twice the standard deviation. The
standardized residual (or pull) distributions are also fitted with a Gaussian distribution, and
the standard deviation is quoted as the pull value. The distribution of pulls is well described
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Table 6.5: The resolution, 95% coverage, and pull of the x and z-coordinates of the recon-
structed vertex from the 3 vertex-fitting algorithms, determined using different data samples,
assuming a perfectly aligned tracker. The biases are compatible with zero and are not shown.

Filter x-coordinate z-coordinate
σ 95% Cov. Pull σ 95% Cov. Pull

( µm) ( µm) ( µm) ( µm)
Bs → J/ψ φ - secondary vertex

KVF 54.8 164 1.08 73.8 471 1.08
AVF 53.6 155 1.02 73 440 1.02
TKF 54 174 1.04 75 502 1.05

Bs → J/ψ φ - primary vertex
KVF 44.1 176 1.11 54.3 224 1.07
AVF 38.4 94.9 0.94 48.7 140 0.94
TKF 39.4 98.7 0.97 49.5 144 0.95

H → γγ - primary vertex
KVF 28.1 124 1.11 34 152 1.06
AVF 22.1 73.7 0.9 29.2 106 0.9
TKF 23 74.9 0.93 29.6 111 0.92

Drell-Yan µ+µ− - primary vertex
KVF 15.5 77.1 1.51 26.5 119 1.48
AVF 12.7 39.2 1.21 22.5 60.4 1.18
TKF 13.6 39.6 1.21 23 62.5 1.18

tt̄H,m(H) = 120 GeV/c2 - primary vertex
KVF 14 118 1.51 17.9 122 1.46
AVF 9.55 21.1 0.99 13 30.3 1
TKF 9.87 21.7 1.01 13.3 31.7 1.02

by a single Gaussian distribution.

The resolutions of the reconstructed vertex improve with the number of tracks and their
average transverse momentum. The residual and the pull distributions for the z-coordinates
exhibit a significantly larger tail contribution than the corresponding distributions for the
transverse coordinates. Comparing the different filters, the nonlinear filters are more precise
than the Kalman filter, especially in high track-multiplicity scenarios, as the outliers can be
more easily identified and the vertex better defined by the remaining tracks:

• In the case of tt̄H events, the improvement on the resolution is large (on the order
of 30%), and the tails are significantly reduced. The estimated vertex covariance
matrix in tt̄H events is much more accurate with the robust filters, the pull distri-
butions being almost perfectly Gaussian with a standard deviation very close to
1.

• In the fit ofBs decay vertices, where only 4 tracks are fitted, little improvement can
be seen on the estimated positions with respect to those obtained with the Kalman
filter, with only a slight improvement of the coverage. The estimated covariance
matrix is slightly more accurate than with the Kalman filter.

In the case of the decayBs → J/ψ φ, the improvement of the resolution of the primary vertex
provided by robust filters yields an improvement in the reconstructed proper decay length.
For the Kalman filter, the resolution is 40.6 µm and the 95% coverage is 129 µm, while for the
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Adaptive Vertex Fitter, the resolution is 37.4 µm and the 95% coverage is 100 µm.

6.5.2 The kinematic vertex fit

The kinematic vertex fit has been described extensively in [192]. The goal of a kinematic
fit is to improve the resolution of experimental measurements by introducing constraints
derived from physics laws into the minimization problem. It is based on a least-squares
minimization, where constraints are introduced using the Lagrange multipliers technique.
This technique was chosen because it allows modelling of the constraints by linear equations,
easing minimization. However, the constraints must always be satisfied exactly.

The Bs → J/ψ φ signal sample is used here, without applying trigger or selection cuts. The
most important parameters for a full analysis are the mass of the reconstructed Bs and the
position of its decay vertex.

The performance of the kinematic fit should be gauged with respect to the results obtained
using the Kalman filter, where the mass of theBs candidate is calculated at the secondary ver-
tex from the tracks refitted with the vertex constraint. The distribution of the reconstructed
mass residual thus obtained is shown in Figure 6.21 (left). When fitting this distribution with
a Gaussian, the mean is approximately 15 MeV/c2 higher than the world-average mass of
the Bs, and the standard deviation is about 35 MeV/c2, with a 95% coverage of 97 MeV/c2.
The shift and the asymmetry of the distribution are attributed to the inhomogeneity of the
magnetic field in the tracker endcaps, which is only partly taken into account during track
reconstruction.

With the kinematic fit, the parameters of the Bs candidate are calculated after fitting the 2
muon and 2 kaon tracks to the same vertex, requiring the invariant mass of the 2 muons
to be equal to the mass of the J/Ψ. A constraint on the invariant mass of the 2 kaons can-
not be introduced in the Lagrange multipliers technique, since the experimental resolution
on the invariant mass of the 2 tracks (around 3 MeV/c2) is smaller than the width of the φ
(4.26± 0.05 MeV/c2 [120]). The distribution of the reconstructed mass residuals is shown in
Figure 6.21 (right). The bias on the reconstructed mass is reduced to 3.8 MeV/c2, the resolu-
tion to 14.0 MeV/c2, and the 95% coverage to 42 MeV/c2.

The vertex coordinates are not affected by this constraint.

6.5.3 Primary-vertex finding with Pixel Tracks

The primary-vertex finding based on pixel hits provides the HLT with a primary-vertex po-
sition measurement. This measurement is subsequently used for HLT track seeding and in
most HLT analyses. The algorithms must therefore be fast and reasonably precise. To satisfy
these requirements, primary-vertex finding is reduced to a 1-dimensional search along the
z−axis.

Pixel hit triplets are collected and the pixel “tracklet” parameters are evaluated using a helix
approximation, as described elsewhere [193]. The tracklets are then grouped into primary-
vertex candidates.
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Figure 6.21: Residual of the reconstructed mass of the Bs of the Kalman filter (left) and the
kinematic fit (right).

6.5.3.1 Algorithms

Two primary-vertex finding algorithms were implemented and tested. The Histogramming
Method progressively merges tracklets that are deemed to be close together, according to the
z-coordinate of their point of closest approach to the beam line (zIP). The Divisive Method
looks for large zIP intervals without tracks in order to divide the z axis into several regions.
An average primary-vertex position is computed from all tracks in each region, and tracks
not compatible with that average position are discarded. The discarded tracks are then used
to make new vertex candidates. The procedure iterates and stops when all tracks are found
to be compatible with the corresponding primary vertex positions.

After vertex finding, the vertex candidates are sorted in decreasing order of the sum of the
p2
T of their associated tracklets. An upper pT limit is set at 10 GeV/c to account for the

imprecision of the pT measurement for pixel tracklets. The signal primary vertex is in most
samples the first in the ordered list. A detailed description of the algorithms can be found
elsewhere [194].

6.5.3.2 Analysis

Among the primary-vertex candidates, the closest primary vertex is defined as that closest in
z to the simulated signal primary vertex and the tagged primary vertex as the one with the
largest pT sum.

The efficiency, ε, for finding a primary vertex (tagged or closest) is defined with respect to
vertices reconstructed inside a window of 500 µm around the position of the signal primary
vertex in the Monte Carlo simulation.

6.5.3.3 Primary-vertex finding efficiencies and resolutions

The primary-vertex finding efficiencies achieved using the 2 different algorithms are given
in Table 6.6, assuming low-luminosity pile-up.
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Table 6.6: The efficiencies for primary-vertex finding using the Histogramming and Divisive
algorithms assuming low-luminosity pile-up (see text for definitions of ε and εtag).

Histogramming Divisive
ε εtag ε εtag

u jets; 50 < ET < 100 GeV 0.97 0.90 0.99 0.94
b jets; 30 < ET < 50 GeV 0.97 0.89 1.00 0.96
H(115 GeV/c2) → γγ, g fusion 0.89 0.75 0.94 0.80
B0

s → J/ψ φ, primary vertex 0.81 0.61 0.97 0.78
tt̄ 0.99 0.98 1.00 1.00
tt̄H , H(120 GeV/c2) → bb̄ 1.00 0.99 1.00 1.00

The Divisive method shows generally better primary vertex efficiencies compared to the
Histogramming method, due to the fact that the former takes into account the compatibility
of the tracks with the estimate of the vertex instead of considering only the compatibility
between adjacent tracks. For most of the event samples the primary vertex is recovered
with an efficiency close to 100%. The efficiencies of primary-vertex finding are significantly
below 100% for events like H(mH = 115 GeV/c2) → γγ, where the low charged particle
multiplicity does not always allow the signal primary vertex to be distinguished from pile-
up interactions. At high luminosity, the inefficiency roughly doubles compared to the results
of the Divisive algorithm at low luminosity [195].

The primary vertex z-resolutions achieved for both algorithms are given in Table 6.7, under
the assumption of low-luminosity pile-up. A resolution better than 50 µm is achieved for
most event samples, which is sufficient for the HLT. Here also the Divisive Method performs
better because of the rejection of incompatible tracks.

Table 6.7: The spatial resolution of the z-coordinate of the primary vertex from the His-
togramming and Divisive algorithms, at low luminosity. Dashes (–) denote insufficient statis-
tics.

Histogramming Divisive
σ ( µm) 95% Cov. ( µm) σ ( µm) 95% Cov. ( µm)

u jets; 50 < ET < 100 GeV 41.5 81.1 33.2 62.6
b jets; 30 < ET < 50 GeV 50.4 187.8 44.4 99.5
H(115 GeV/c2) → γγ (g fusion) 51.1 – 39.1 –
B0

s → J/ψ φ 69.4 – 74.8 –
tt̄ 40.1 126.5 32.5 78.9
tt̄H , H(120 GeV/c2) → bb̄ 38.6 104.2 28.7 64.7

6.5.4 Primary-vertex finding using fully reconstructed tracks

Primary-vertex finding using fully reconstructed tracks provides a precise estimation of the
vertex position and of the vertex position covariance matrix, as well as a list of tracks associ-
ated to the primary vertex.
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6.5.4.1 Algorithm

The default primary-vertex finder performs primary-vertex reconstruction using all tracks
reconstructed in the event. It resembles the Divisive method used for primary-vertex recon-
struction in the pixel detector. The 4 main steps are

• track preselection, based on their distance of closest approach to the beam (by
default, the transverse impact parameter significance, the ratio of the transverse
impact parameter divided by its uncertainty, is required to be < 3) and their pT

(pT > 1.5 GeV/c);

• formation of clusters of tracks, based on the z-coordinate of their point of clos-
est approach with respect to the beam line (tracks closer than 1 mm are grouped
together);

• a fit of a primary-vertex candidate for each of these clusters, discarding tracks
incompatible with the candidate vertex (the default compatibility cut is at 5%);

• the exclusion of poor fits (χ2 probability< 1%) and vertices incompatible with the
beam line (probability < 1%).

All the compatibility probabilities are computed assuming Gaussian resolutions. The com-
patibility with the beam axis is computed assuming a Gaussian beam spot with a width of
15 µm in x and y.

After vertex finding, the vertex candidates are sorted in decreasing order of the sum of the p2
T

of the associated tracks. A detailed description of the algorithm can be found elsewhere [196].

6.5.4.2 Analysis

The primary-vertex finding algorithm is evaluated according to the following criteria:

1. the efficiency of finding a primary vertex candidate in a window of ±500 µm around
the Monte Carlo signal primary vertex, ε;

2. the efficiency of finding the vertex with the largest
∑
p2
T within ±500 µm around the

Monte Carlo signal primary vertex, εtag;

3. the position resolution, tails, biases, and pulls as defined in Section 6.5.1.

6.5.4.3 Primary-vertex finding efficiency

The primary-vertex finding efficiency obtained from fully reconstructed tracks is given in
Table 6.8. Primary vertices with a large number of harder tracks are easier to reconstruct.
The lower efficiency compared to the pixel primary-vertex finding is mostly due to the pT cut
applied during track preselection. When the pT cut is lowered from 1.5 GeV/c to 0.7 GeV/c,
the vertex finding efficiency increases significantly, e.g., up to (96.3±0.3)% in theB0

s → J/ψ φ
channel.

6.5.4.4 Primary-vertex resolutions

The precisions of the x- and z- coordinates of the reconstructed primary vertex are given
in Tables 6.9 and 6.10. Unlike the algorithms discussed in Section 6.5.1, track selection is
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Table 6.8: The efficiency of primary-vertex finding with fully reconstructed tracks, assuming
a perfectly aligned tracker and low luminosity pile-up (see text for definitions of ε and εtag).

ε εtag

H(150GeV/c2) → ZZ → 4e 0.969± 0.002 0.9626± 0.003
H(115GeV/c2) → γγ, g fusion 0.86± 0.008 0.76± 0.01
H(115GeV/c2) → γγ, VB fusion 0.904± 0.005 0.848± 0.007
B0

s → J/ψ φ, primary vertex 0.835± 0.005 0.663± 0.007
b-jets; 30 < ET < 50GeV 0.959± 0.003 0.92± 0.008
tt̄ 0.987± 0.002 0.979± 0.002
Drell-Yan 2µ 0.940± 0.004 0.930± 0.004
tt̄H 0.993± 0.001 0.989± 0.002

performed by the primary-vertex finding algorithm, and the Monte Carlo simulation infor-
mation is not used.

Table 6.9: The resolutions, tails (95% coverage), and pulls for the primary-vertex x-
coordinate, assuming a perfectly aligned tracker and low luminosity pile-up. The biases
are compatible with zero.

x-coordinate
σ 95% coverage Pull width

(µm) (µm)
H(150GeV/c2) → ZZ → 4e 17 45 1.36
H(115GeV/c2) → γγ, g fusion 25 79 0.91
H(115GeV/c2) → γγ, VB fusion 20 74 0.97
B0

s → J/ψ φ, primary vertex 44 121 1.14
b-jets; 30 < ET < 50GeV 24 67 1.06
tt̄ 13 34 1.16
Drell-Yan 2µ 13 46 1.10
tt̄H 10 27 1.19

The position resolutions improve with the number of tracks associated to the vertex and
with their average pT. The results are comparable to those determined using a Monte-
Carlo-guided vertex fit (Section 6.5.1), sometimes even better as a result of the rejection of
incompatible tracks. Thus, the algorithm assigns tracks to the primary vertex with sufficient
efficiency and purity such that the intrinsic primary-vertex resolution is not degraded. Low-
ering the pT cut leads to an improvement in the resolution, e.g., from 45 µm to 37 µm in x
and y, and from 64 µm to 48 µm in z for the B0

s → J/ψ φ channel.

6.5.5 Influence of tracker misalignment on vertex reconstruction

To gauge the robustness of the vertex reconstruction methods with respect to the misalign-
ment of the tracker, 2 misalignment scenarios (short- and long-term) have been tested. These
scenarios are described in more detail in Section 6.6.4. The outcome of the tracker misalign-
ment studies are described in detail elsewhere [187, 196].
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Table 6.10: The resolution, tails (95% coverage), and pulls for the primary-vertex coordinate
along the beam axis, assuming a perfectly aligned tracker and low luminosity pile-up. The
biases are compatible with zero.

z-coordinate
σ 95% coverage Pull width

(µm) (µm)
H(150GeV/c2) → ZZ → 4e 21 64 1.13
H(115GeV/c2) → γγ, g fusion 32 142 0.92
H(115GeV/c2) → γγ, VB fusion 31 134 0.94
B0

s → J/ψ φ, primary vertex 65 229 1.26
b-jets; 30 < ET < 50GeV 31 108 1.07
tt̄ 18 51 1.16
Drell-Yan 2µ 25 76 1.14
tt̄H 14 35 1.12

Table 6.11: The primary vertex finding efficiency ε, as well as the resolution, 95% coverage,
bias, and pull of the x, y, z coordinates, for both the short- and long-term tracker alignment
scenarios described in Section 6.6.4, assuming low luminosity pile-up.

ε σx,y C95x,y Biasx Biasy Pullx,y σz C95z Biasz Pullz
Short-term tracker alignment

B0
s → J/ψ φ 0.825 51 128 −5.8 12 1.16 67 235 −2.6 1.28

tt̄H 0.958 18 47 2.4 16 1.48 22 66 3.6 1.41
DY 0.914 24 62 1.6 16 1.23 35 93 3.7 1.19

Long-term tracker alignment
B0

s → J/ψ φ 0.826 51 127 −10 11 1.16 67 242 −7.8 1.29
tt̄H 0.960 17 47 −9.5 11 1.46 21 58 −4.1 1.38
DY 0.916 22 59 −8.9 11 1.28 33 92 −4.7 1.23

6.5.5.1 Primary-vertex finding efficiency

The effect of tracker misalignment on the primary-vertex finding efficiency is small. A max-
imum decrease of 3.5% is observed among the samples studied. The reason for this decrease
is the increase in the fraction of vertices which fail the selection cut related to the compatibil-
ity of the vertex with the beam line.

6.5.5.2 Resolution

The resolutions, fraction of tails, biases, and pull widths for primary vertices are summarized
in Table 6.11. The position resolution is significantly affected, as might be expected. The
degradation of the resolution is of the order of 6-8 µm in both the short-term and long-term
alignment scenarios. Indeed, in both scenarios, the pixel detector is supposed to be aligned
with the same precision.

In the long-term misalignment scenario, the primary vertex biases in the 3 coordinates are
consistent with the residual shifts of the pixel half-barrels (∆x,∆y,∆z): the innermost track
hits are thought to be located at a position−(∆x,∆y,∆z) away from their true position, and
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since about half of the tracks cross each half-barrel, the observed biases are approximately the
mean of the residual shifts of the 2 half-barrels. In the short-term scenario, the misalignment
of the silicon strip tracker is 10 times worse, which further increases the primary vertex bias.
The effect is larger for harder events, since the constraint on high-momentum tracks from
hits in the silicon strip tracker is stronger (less multiple scattering).

6.5.6 Secondary-vertex reconstruction

6.5.6.1 Inclusive secondary-vertex reconstruction in jets

The challenge of inclusive secondary-vertex reconstruction in jets is that no a priori assump-
tion about the vertex is available. The main focus lies in identifying the tracks that come
from a secondary vertex, whereas the main task for exclusive reconstruction is to fit a prese-
lected set of tracks. A good estimation of secondary-vertex parameters is important, e.g., for
b-tagging.

Most vertex finders are sensitive to primary and secondary vertices, so a vertex filter is
needed to select only the secondary-vertex candidates. The discrimination is based on the
distance of a vertex to the beam-line or to an already reconstructed primary vertex.

In most cases b-hadrons produce a tertiary vertex because the decay chain proceeds via
charm production (the b-c-decay chain). If tracks coming from a tertiary vertex are also used
to fit the secondary vertex the measured flight distance is shifted to a higher value.

A detailed description of the CMS secondary vertex reconstruction algorithms and their per-
formance can be found in [197]. The main results are described below.

6.5.6.2 Algorithms

Trimmed Kalman Vertex Finder (TKVF): The TKVF searches for vertex candidates among
the input set of tracks in an iterative way. During the first iteration, a Trimmed Kalman
vertex fitter (Section 6.5.1) is applied to the complete input set of tracks, yielding as outputs a
vertex candidate and a set of tracks that are incompatible with that vertex candidate. During
the subsequent iterations, the same procedure is applied to the set of incompatible tracks
identified in previous iterations.

The TKVF is sensitive to primary and secondary vertices, so a vertex filter is used to select
secondary vertex candidates. The vertex filter uses the following cuts on the vertices:

• The distance from the primary vertex to the secondary vertex in the transverse
plane has to exceed 100 µm, but must not exceed 2 cm.

• The distance from the primary vertex to the secondary vertex in the transverse
plane divided by its uncertainty has to be greater than 3: LT/σLT

> 3.

• The total invariant mass of the tracks associated to the vertex must be smaller than
6.5 GeV/c2.

Tertiary Vertex Track Finder TVTF: This vertex algorithm first uses the TKVF and its vertex
filter before trying to find additional tracks coming from a b-c-decay chain. It looks for tracks
that are close to the flight-line of a possible b-hadron. These additional tracks are not used to
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refit the vertex, but rather to get a more complete reconstruction of the vertex. This can be
useful, for example, to discriminate between b- and c-jets.

The pT of the tracks must be greater than 1.0 GeV/c. For jet reconstruction, an iterative cone
algorithm with a cone size of 0.5 was used. In the barrel, only jets with |ηjet| < 1.4 are
investigated, and in the endcaps only jets with 1.4 < |ηjet| < 2.5 − 2

3 · 0.5 are used. The
upper limit for the endcaps was chosen such that the jet is fully contained within the fiducial
volume of the tracking detector.

Definitions:

Rate of secondary-vertex finding: The number of jets with a reconstructed secondary vertex
divided by the number of used jets.
Efficiency of secondary-vertex finding: The number of jets with a reconstructed secondary
vertex with more than 50% tracks coming from the b- or c-hadron divided by the total num-
ber of jets. All tracks coming from the b-c-decay chain are considered as good.
Purity of secondary-vertex finding: The efficiency divided by rate.
Track association efficiency: The number of b- or c-tracks associated to the vertex divided
by the number of b- or c-tracks associated with the jet.
Track association purity: The number of b- or c-tracks associated to the vertex divided by
the total number of tracks associated to the vertex.

6.5.6.3 Performance

Table 6.12 shows the secondary-vertex parameters determined using the TKVF for weakly
decaying b- and c-hadrons with a simulated pT of 20–70 GeV/c, in the 3 tracker alignment
scenarios previously described. The simulated distance to the beam line of the vertex must
be between 100 µm and 2 cm. The 68.3% coverage, the standard deviations of a double-
Gaussian fit (from −1 mm to +1 mm for the barrel and from −3.5 mm to +3.5 mm for
the endcaps), and the fraction of vertices covered by the first Gaussian are given. The 3D
angle in space is defined as the angle between 2 lines: 1 from the simulated primary vertex
to the simulated secondary vertex and the other from the simulated primary vertex to the
reconstructed secondary vertex. The resolutions for the flight distance and the 3D angle in
space are shown for b-hadrons, pure b-hadrons (all used tracks must be directly from the
weakly decaying b-hadron), and c-hadrons in Figures 6.22 and 6.23.

Not all tracks that are used to fit the secondary vertex are coming directly from the weakly
deacying b- or c-hadron. Some tracks are from the primary vertex, from pile-up events, or, in
case of the weakly decaying b-hadrons, from the tertiary vertex. Because of this, the standard
deviation of the pulls is greater than 1; only in the case of pure b-vertices is the standard
deviation approximately 1. The resolution from the TVTF is approximately the same as from
the TKVF because the additional tracks are not used to refit the vertex, but the efficiencies for
vertex finding and track association are higher. Table 6.13 shows the parameters that differ
between the 2 algorithms.

Table 6.14 shows the dependency of b-vertex parameters on the simulated distance to the
beam line. Table 6.15 shows the vertex parameters for b-, c-, and light-quark-jets jets that lie
in the pT range 30–80 GeV/c for jets in the barrel. Here no cut on the simulated distance of
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Table 6.12: The efficiency and purity for vertex finding and track association, as well as the
resolutions from the TKVF for b- and c-hadrons that lie in the pT range 20–70 GeV/c, in the
3 tracker alignment scenarios previously described.

tracker alignment perfect short term long term
Barrel Endcaps Barrel Barrel
b c b c b c b c

secondary vertex finding
rate (%) 70.3 29.3 62.9 25.3 67.7 23.7 68.0 24.8
efficiency (%) 63.3 20.9 54.9 15.2 61.4 17.3 61.7 18.2
purity (%) 90.0 71.5 87.3 60.1 90.8 73.2 90.6 73.3

track association
efficiency (%) 75.6 78.3 70.1 70.1 77.5 79.2 77.3 79.2
purity (%) 89.6 76.3 86.9 68.1 89.8 76.7 89.8 77.0

resolutions
68.3% coverage flight distance ( µm) 765 550 2275 1850 800 665 795 630
SD (narrow) of flight distance ( µm) 203 254 584 696 224 271 225 273
SD (broad) of flight distance ( µm) 581 594 1835 1684 590 631 610 630
fraction of narrow Gaussian (%) 37.4 35.2 36.1 34.6 34.3 25.2 35.3 27.3
68.3% coverage angle in space (mrad) 15.5 8.0 7.5 4.0 19.0 12.5 18.0 11.0

Table 6.13: The efficiency and purity for vertex finding and track association from the TVTF
for b- and c-hadrons that lie in the pT range 20–70 GeV/c, in the 3 tracker alignment scenarios
previously described.

tracker alignment perfect short term long term
Barrel Endcaps Barrel Barrel
b c b c b c b c

secondary vertex finding
efficiency (%) 63.7 21.1 55.2 15.4 61.7 17.4 62.0 18.2
purity (%) 90.7 72.1 87.8 60.8 91.1 73.2 91.1 73.5

track association
efficiency (%) 79.5 79.6 73.5 71.4 80.5 80.2 80.5 80.3
purity (%) 89.5 76.2 86.6 68.0 89.6 76.6 89.6 76.8
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Figure 6.22: The resolution of the flight distances for b-, pure b-, and c-vertices in the barrel.
The full histogram indicates the distribution assuming perfect alignment, while the dashed
histogram represents the distribution from the short-term alignment scenario. A fit to the
former is shown by the solid line.
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Figure 6.23: The resolution of the angle in space for b-, pure b-, and c-vertices in the barrel.
The full histogram indicates the distribution assuming perfect alignment, while the broken
histogram represents the distribution from the short-term alignment scenario.

the vertex to the beam line or on the pT of the simulated hadron is required. The gain in the
number of tracks per secondary vertex from the TVTF is much higher for b-jets than for other
jets.

6.5.6.4 Determination of the beam spot

The position of the beam spot in the experimental area with respect to the CMS detector
is expected to vary with time. Rather detailed estimates for the variations on various time
scales have been drawn up by the experimental-area interface group:

• During the beam coast (which should take of the order of 10 hours) a very small
variation is expected: smaller than 20% of the beam width of 16 µm, i.e., a few
microns. This variation is significantly smaller than the best resolution expected
on single tracks. Assuming that the detector position is stable to the same level on
this relatively short time-scale, short-term variations throughout the physics coast
can be safely ignored.

• After initial early-day runs—at very low luminosity—where the beams collide
head-on, the crossing angle of the beams will be fixed to 285 µrad. The beam
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Table 6.14: The vertex finding rate, efficiency, and purity and the track efficiency and purity
for b-hadrons that lie in the pT range 20–70 GeV/c for b-hadrons in the barrel as a function of
the simulated distance to the beam line.

100 µm–500 µm 500 µm–2 mm 2–5 mm 5 mm–2 cm
vertex finding rate 31.1% 63.9% 81.2% 84.2%
vertex finding efficiency 24.7% 56.1% 73.8% 78.7%
vertex finding purity 79.3% 87.8% 90.8% 93.4%
track efficiency 64.2% 75.6% 76.9% 75.9%
track purity 78.7% 85.3% 91.0% 94.4%
SV tracks used in PV 2.22 1.15 0.36 0.10

Table 6.15: Vertex finding rate, number of secondary vertices per jet with a reconstructed
secondary vertex, and number of tracks per secondary vertex for jets that lie in the pT range
30–80 GeV/c for jets in the barrel.

b-jets c-jets uds-jets b-jets c-jets uds-jets
pT of jet 30-50 GeV 50-80 GeV
vertex finding rate 49.5% 17.2% 1.00% 64.5% 21.6% 1.26%
number of SVs per jet with 1.09 1.03 1.01 1.18 1.05 1.02
a reconstructed SV
number of tracks 3.35 2.77 2.54 3.81 2.79 2.39
per secondary vertex (TKVF)
number of tracks 3.50 2.82 2.57 4.02 2.86 2.41
per secondary vertex (TVTF)
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inclination is expected to be extremely stable throughout the beam coast and be-
tween fills. Time-dependent deviations of the detector symmetry axis with respect
to the nominal z-axis may occur.

• The position of the centre of the collision area is expected to be reproducible from
one fill to the next only at the level of 1 mm.

Thus, while short-term variations are negligible during the beam coast, large variations occur
from one fill to the next.

6.5.6.4.1 Requirements Given the stable beam position over long periods of time (10
hours) a large number of events is available at the offline stage. Therefore, a very precise
reconstruction of the 3-dimensional luminosity profile of the interaction point is possible.

In the online environment (HLT) the following procedure is foreseen: At start-of-fill a very
fast (on the order of 1 s) reconstruction of the beam spot is performed. This information
is fed back to the accelerator. Provided the precision of this procedure is comparable to
the beam size (i.e., 15 µm), the online algorithms—for example b-tagging algorithms—can
use the nominal position with negligible loss of precision. The speed requirement implies
that the beam-spot determination gives a precise, unbiased result with a limited number of
events. Moreover, to render the beam-spot determination independent of the correct func-
tioning of the high-level or even Level-1 triggers, the method should be independent of the
exact type of events fed into it.

Of course, the beam-spot determination should be efficient over the full range of positions,
i.e., even for a macroscopic displacement on the order of a millimetre.

In the following sections, the track-based d0φmethod and its performance on small numbers
of minimum-bias events is evaluated.

6.5.6.4.2 Algorithm The d0φ algorithm has been used successfully in previous exper-
iments [198]. For each track the transverse impact parameter d0—the shortest distance in
the transverse plane between the track and the nominal beam axis—is determined. This dis-
tance is then signed according to the angular momentum convention. The displaced beam
spot will result in a net offset in the impact parameter distribution which depends on the ori-
entation of the track. If the track momentum is along the vector ~V linking the nominal and
true beam positions in the transverse plane, no net impact parameter is found. For tracks
perpendicular to ~V , the displacement is maximum. Plotting d0 versus φ (Fig. 6.24), a typical
sine shape is observed. A fit with a sine allows determining the 2 polar coordinates of the
beam spot that fix its position in the transverse plane.

In case the detector symmetry axis and the beam line are not parallel, the d0φmethod may be
applied in slices along the z-axis. However, the beam inclinations are expected to be stable
to the required precision over long periods of time, even from one fill to the next. Therefore,
it is expected that such a procedure will not be necessary in the quasi-online environment.

6.5.6.4.3 Performance To study the performance of the d0φ method, a small sample
of minimum bias events with displaced beam spot has been generated. The displacement
amounted to 1 cm in x and 5 mm in y. No pile-up is included in the current analysis. No
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Figure 6.24: Scatter plot of signed transverse impact parameter with respect to the nomi-
nal beam spot vs. track azimuthal angle at impact point. At left, all tracks are shown. At
right, only tracks satisfying the track quality requirements discussed in the text are taken
into account. Result for 1000 minimum bias events without pile-up.

requirement is made on the trigger response to these events. These events with very few stiff
tracks correspond to the worst case: studying these events, all assumptions on the trigger
are avoided. Of course, if the (Level-1) trigger is available, the number of tracks can be made
to increase rapidly and the algorithm converges with even fewer events.

The tracks are reconstructed using the standard CMS combinatorial track finder. Only 1 pa-
rameter was changed with respect to the default operation of this track finder: the maximum
distance to the nominal (0,0) beam spot allowed in the pixel seed generator is increased from
2 mm to 2 cm.

A number of track quality requirements are applied:

• at least 8 hits in the silicon tracker

• at least 2 hits in the pixel detector

• track fit χ2 < 5

• transverse impact parameter error σd0 < 150 µm

The wider tolerance (2 cm) on the track origin causes an increased fake rate and a reduction
of the efficiency by 20%. The application of additional track quality requirements effectively
reduces the fake rate to the level of a few percent.

The polar coordinates of the beam spot are inferred from a simple least-squares fit with a
sine function to the shape in Figure 6.24. Outliers—due to fake tracks or conversions—might
gain a large weight in the fit and significantly bias the result. Therefore, tracks giving entries
that are far (> 3 mm) from the fit are removed. It is found that only 2 or 3 iterations are
needed to reach a stable result.

To evaluate the performance of this simple algorithm, several hundred small samples are
created. For each of these the reconstructed beam spot is compared to the simulated value.
The resolution of the algorithm is evaluated as the width of the residual distribution of polar



6.6. Alignment 277

coordinates d0 and φ. For samples of 500 events (containing on the order of 1000 tracks)
a resolution of 8 µm is found for d0 and of 0.7 mrad for φ, corresponding to an error of
approximately 8 µm in the x- and y-coordinates.

In conclusion, with a minor change of 1 of its parameters, the standard combinatorial track
finder provides efficient reconstruction of tracks that originate from a vertex displaced by up
to 1 cm. The d0φ method yields a beam-spot measurement with an error that is sufficiently
small compared to the transverse beam size that can be obtained using only 1000 tracks.
Thus, 500 minimum bias events suffice to realize the fast beam-spot measurement needed to
steer the beams to their nominal position at start-of-fill.

6.6 Alignment
The large number of independent silicon sensors (about 15 000) and their excellent resolution
of 10–50 µm make the alignment of the CMS strip and pixel trackers a complex and challeng-
ing task. The residual alignment uncertainties1 should not lead to a significant degradation
of the intrinsic Tracker resolution. Therefore, the required accuracy of the alignment has
to be at least equal to, but ideally significantly better than, the ideal track parameter res-
olution. Certain physics requirements, such as the W± boson mass measurement, place
even more stringent constraints on the alignment precision. To achieve a desired precision
of σ(MW ) < 15–20 MeV, the momentum scale has to be known to an accuracy of 0.020–
0.025%. This implies the absolute knowledge of detector positions to be known with better
than 10 µm uncertainty in the r-φ plane. This level of accuracy can only be reached with a
track-based alignment procedure.

However, track-based alignment cannot be used as the only method for alignment since it
relies on tracks and, in turn, pattern recognition for single track reconstruction already re-
quires the position and orientation of tracking devices to be known with an accuracy higher
than the mechanical placement precision of the individual tracking subdetectors. Therefore,
the alignment has to be performed in 3 steps: 1) measurement of placement and its preci-
sion during assembly of tracking devices, e.g., from photogrammetry and detector position
survey measurements; 2) measurement of relative positions of subdetectors using the Laser
Alignment System (LAS); and 3) track-based alignment.

6.6.1 General alignment strategy

During the ongoing assembly of the CMS Tracker, positions and orientations of the Tracker
components (silicon sensors as well as support structures) are being measured and stored in
databases with the help of, e.g., coordinate-measurement machines or photogrammetry. If
such measurements can be transformed, directly or indirectly, into detector positions, they
will provide a correction to the otherwise assumed ideal Tracker geometry. If no complete
measurement of all silicon detectors is available, because only samples have been taken,
the standard deviation of the measurements can be used as an estimate of the placement
uncertainty. The error of the track hit position on a corresponding module will be enlarged
by this value, leading to an improved efficiency during initial track reconstruction.

1Unless stated otherwise, the term “alignment uncertainty” refers to the accuracy to which the absolute po-
sition and orientation of individual detector elements are known with respect to the global CMS coordinate
system.
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After assembly, the LAS will provide the positions of the Tracker subdetectors TIB, TOB,
and TEC (not including the pixel detector and the TID) with respect to each other with a
precision of about 100 µm, as described in Section 6.6.3. In order to make efficient pattern
recognition for the track reconstruction possible at CMS start-up, it is sufficient that the indi-
vidual positions of the silicon sensors are known to about 100 µm. This can be achieved with
a combination of survey and LAS measurements.

The initial track-based alignment procedure will significantly benefit from a good prior knowl-
edge of the positions and orientations of the Tracker substructures. In theory, global align-
ment uncertainties of ≈ 10 µm or better can already be achieved with a sample of tracks
obtained from only few days of running at low luminosity. In practice, however, the time
dependent movements of individual detector components, as well as the systematic uncer-
tainties involved in the track-based alignment algorithm, will be the limiting factors for the
Tracker alignment. A combination of the LAS and the track-based alignment will be used to
monitor the time-dependence of the Tracker alignment due to shutdown operations, dry-out
effects, or thermal stress during operation.

It is foreseen that the pixel detector will only be installed in CMS during the shutdown after
the 2007 LHC pilot physics run. Therefore, 2 different scenarios have to be considered for
track-based alignment, where the pixel detector is either installed in CMS or not. In case the
pixel tracker is installed, the first task will be its precise internal and external alignment, so
that it can then define the reference system for the subsequent alignment of the strip tracker.
The pixel alignment will be performed using tracks that have been reconstructed using pixel
hits only (and a vertex constraint) to avoid bias originating from the not yet aligned strip
tracker. In the second step, strip tracker alignment will be carried out using the pixel detector
as a reference. In case the pixel tracker is not installed (e.g., during the 2007 pilot run), a
standalone alignment of the strip tracker has to be performed. This will most likely proceed
by first aligning the innermost double-sided layers of TIB and TOB, which will then define
the reference system for the outer single-sided layers of the barrel Tracker (and similarly for
the endcaps). However, it is currently not expected that the integrated luminosity delivered
in 2007 will be sufficient for a precise alignment of the strip detector. Therefore, it will have
to be continued in 2008.

Once the Tracker is aligned, it will define the reference system relative to which the positions
of the calorimeter modules and muon detectors will be adjusted. In particular, for the opti-
mal reconstruction of muon tracks with high pT, it is important to combine information from
the Tracker and the muon detectors. In order to study the impact of both Muon and Tracker
misalignment on the reconstruction of muon tracks, the tools described in Section 6.6.4 are
used to simulate a realistic environment that includes the expected alignment uncertainties
for the individual tracking devices. On the other hand, the alignment of the ECAL modules
with respect to the Tracker can be studied by comparing track impact point and calorimeter
cluster position for electrons, for example.

6.6.2 Alignment data samples

During nominal LHC collider operation, the data sets ideally suitable for track-based align-
ment are W± → µ±ν and Z0 → µ+µ−. Already for low luminosity running approximately
20 000 Z0 → µ+µ− and 100 000 W± → µ±ν events are selected per day after HLT [8]. It has
been estimated that roughly 1 to 2 million tracks possess the statistical power to carry out
a full track-based alignment for the entire Tracker. Therefore, assuming the low luminosity
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running scenario and only utilizing these well-reconstructed muon tracks, roughly 1 to 2
weeks of data taking are sufficient to collect the required track sample for the alignment of
the entire Tracker.

Furthermore, the Z0 mass constraint can be exploited not only to correlate the detector parts
that are not crossed by a single collision track (e.g., the 2 endcaps), but also to tightly con-
strain the momentum scale of the muon tracks. The invariant mass constraint could also be
applied to J/ψ → µ+µ− decays. However, in contrast to the Z0 decay, muon tracks from
J/ψ have lower momentum, so that further studies are needed to determine their usefulness
for the alignment.

Apart from isolated muon tracks, it might also be possible to use well-measured tracks from
minimum bias events for the track-based alignment. This option is currently under inves-
tigation. In particular, for the first data-taking period where the machine luminosity is ex-
pected to be very small, minimum bias events might be the only source providing a sufficient
amount of tracks for a comprehensive alignment of the Tracker at start-up.

For the beginning of data taking, but possibly also as a permanent complement to the align-
ment information from collision tracks and hardware alignment systems, other event sam-
ples like cosmic muons as well as beam gas and beam halo muons might become very useful.
A first feasibility study suggests that the abundance as well as the complementary topology
of these samples are very attractive for Tracker alignment. The TOTEM [199] T1 telescopes
can be used to trigger on beam gas and beam halo events, while the CMS muon trigger
can be configured to trigger on cosmic muons. With an expected rate of 35 Hz of cosmic
muon tracks with Eµ > 10 GeV leaving at least 1 hit in the Tracker barrel, and assuming
a uniform distribution of the tracks [200], roughly 700 cosmic muons will cross the entire
barrel part of the CMS Tracker per hour. Cosmic muons could thus be used to 1) improve
the alignment uncertainties and LAS starting values in the Tracker barrel region (important
for pattern recognition); 2) perform an initial barrel alignment prior to the start-up of the
LHC; and 3) generally serve as a tool for gaining first operational experience (dead modules,
data readout, etc.). On the other hand, beam-halo muons originating from beam background
traverse the CMS detector horizontally and thus again provide complementary information
for the alignment. First studies of such an event sample suggest that the rate and energy
distribution of beam halo muons is beneficial for the Tracker alignment [200].

6.6.3 Laser Alignment System

The LAS uses infrared laser beams to monitor the positions of selected detector modules of
the strip tracker and of special alignment sensors in the Muon system2. Therefore it operates
globally on the larger Tracker composite structures (TIB, TOB, and TEC disks) and cannot
determine the position of individual modules. The goal of the system is to generate align-
ment information on a continuous basis, providing geometry reconstruction of the Tracker
substructures at the level of 100 µm, which is mandatory for pattern recognition and for the
High Level Trigger (HLT). In addition, possible Tracker structure movements can be moni-
tored at the level of 10 µm, providing additional input for the track-based alignment.

The LAS design is illustrated in Figure 6.25. Each Tracker endcap (TEC) uses in total 16
beams, distributed in φ and crossing all 9 TEC disks in rings 4 and 6, which are used for
the internal alignment of the TEC disks. The other 8 beams are foreseen to align the TIB, the

2It is important to note that no laser alignment is foreseen for the pixel tracker or for the TID.
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Figure 6.25: Overview of the CMS Laser Alignment System. The laser beams are distributed
by Beam Splitters (BS) and Alignment Tubes (AT). The link to the muon system is imple-
mented on the Alignment Rings (AR) that are connected to the Tracker Back Disks.

Table 6.16: Results of a LAS alignment simulation in a benchmark scenario. Azimuthal angle
φ corrections are given (in mrad) for 8 TEC disks after LAS alignment and compared with
the input values.

Fitted Correction Error Input Value
Disk 0 −0.505 ± 0.021 −0.500
Disk 1 −10.796 ± 0.024 −10.800
Disk 2 13.192 ± 0.022 13.200
Disk 3 −7.704 ± 0.026 −7.700
Disk 4 21.199 ± 0.026 21.200
Disk 5 16.699 ± 0.023 16.700
Disk 6 −9.999 ± 0.027 −10.000
Disk 7 15.909 ± 0.028 15.900

TOB, and both Tracker endcaps with respect to each other. Finally, there is a link to the Muon
system, which is established by 12 laser beams (6 on each side) with precise positions and
orientations in the Tracker coordinate system.

To measure the intersection point of the laser beams with the silicon modules with high
accuracy, a good signal-to-noise (S/N) ratio is required for the signals on the modules. The
signals induced by the laser beams on the silicon modules decrease in height as the beams
penetrate through the silicon layers. To get optimal signals on all layers, the lasers fire a
sequence of pulses with increasing intensities, which are optimized for a given silicon layer.
To further improve the S/N ratio, several triggers per intensity are taken and the signals are
averaged. In total, a few hundred triggers are needed to get a full picture of the alignment of
the Tracker structure. Since the trigger rate for the alignment system is around 100 Hz, this
will take only a few seconds. Such snapshots will be taken at regular intervals.

The LAS is foreseen to operate both in dedicated runs and during physics data taking. The
trigger type is written into the FED header and thus the alignment events can be identified.
They are treated as ordinary events by the event builder, written into the calibration data
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Table 6.17: Expected RMS values for ∆x, ∆y, ∆z, and Rz for layers and disks (after laser
alignment). These values are used for the “First Data Taking” scenario.

∆x ∆y ∆z Rz LAS
( µm) ( µm) ( µm) (µrad) available

Pixel Barrel 10 10 10 10 no
Pixel Endcap 5 5 5 5 no
Strip Inner Barrel 100 100 500 90 yes
Strip Outer Barrel 70 70 500 60 yes
Strip Inner Disk 400 400 400 100 no
Strip Endcap 60 60 500 45 yes

stream, and a copy is sent to the online laser alignment process for further evaluation.

In the data analysis, the first step is to accumulate all events belonging to one snapshot
and to determine for each silicon module the events with optimal signal, which are then
averaged. Next, a Gaussian is fitted to the laser profiles. From the fits, the actual positions
and uncertainties for all considered planes are calculated. Accumulating these positions
delivers the input for the alignment procedure, which should finally give the geometrical
corrections for the different Tracker substructures with respect to each other.

The procedure is applicable to both simulation and real data within the CMS reconstruction
framework. In order to use real data and simulated events within the same program pack-
ages the LAS has been simulated within the GEANT4 [31] framework. This allows the usage
of the standard CMS software with only marginal changes. Laser beams are generated using
optical photons taking into account the absorption, reflection, and refraction of silicon. The
photons are partially absorbed in the silicon and produce simulated hits around the interac-
tion point of the laser beams and the silicon micro-strip modules. To determine the position
of the beam spots on the modules, the hits are first clusterized, before Gaussian profiles are
fitted to the simulated distributions.

Table 6.16 shows the results of a simulation of the LAS alignment performance in a bench-
mark scenario in which 9 TEC disks (one endcap) have been shifted both in x and z and
rotated by an azimuthal angle φ around the beam axis. The agreement between the fitted
corrections and the input values is well within the LAS specification.

6.6.4 Simulation of misalignment

The displacement of silicon sensors from their expected position in the Tracker is one of the
largest potential sources of tracking uncertainties. To study the impact of Tracker misalign-
ment on track and vertex reconstruction in concrete physics analysis channels (see Volume 2),
as well as to study track-based alignment algorithms, a realistic model of misalignment ef-
fects has been implemented within the standard CMS reconstruction software.

The displacement of detector modules is implemented after detector simulation at the recon-
struction level using a dedicated software tool, which is able to move and rotate all Tracker
parts (individual modules as well as rods, layers, half-barrels, etc.). Hits on Tracker sensors
are generated according to the ideal detector geometry, and the geometrical shift and rota-
tion of the sensor are introduced afterward. Within the quoted uncertainties, the misalign-
ments are applied using a flat distribution for mechanical constraints, whereas a Gaussian
distribution is used for laser and track-based alignment results. To achieve a reasonable χ2
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Table 6.18: Mounting precisions (in µm) used in the misalignment simulation.

Pixel Silicon Strip
Inner Outer Inner

Barrel Endcap Barrel Barrel Disk Endcap
First Data Taking Scenario
Modules 13 2.5 200 100 100 50
Ladders/Rods/Rings/Petals 5 5 200 100 300 100
Long Term Scenario
Modules 13 2.5 20 10 10 5
Ladders/Rods/Rings/Petals 5 5 20 10 30 10

distribution in the track fit, the hit position error is increased by adding an additional error
in quadrature that reflects the size of the assumed misalignment (alignment position error).

Two different default misalignment scenarios have been developed, which can be easily used
but also modified if needed, as explained in [95]. The “First Data Taking” scenario corre-
sponds to the expected misalignment conditions during the first data taking up to a few
hundred pb−1, whereas the “Long Term” scenario corresponds to the expected level of mis-
alignment after the first full track-based alignment has been carried out.

• First Data Taking scenario: This scenario is supposed to resemble the expected
conditions during the first data taking of CMS (few 100 pb−1 of accumulated lu-
minosity). It assumes the availability of the LAS for the alignment of the larger
structures of the strip tracker, that the pixel detector has been aligned to a rea-
sonable level using tracks, and that survey results from the Tracker construction,
e.g., from photogrammetry, are available. It is further assumed that no track-
based alignment of silicon-strip detectors is possible, owing to insufficient high
pT tracks. Based on the experience from other experiments, the track-based align-
ment of the pixel detector would have reduced its placement uncertainties by a
factor of 10. Table 6.17 summarizes the expected uncertainty in the detector posi-
tions for the various Tracker subsystems after laser and track-based pixel detector
alignment.

In the misalignment simulation, a Gaussian random number generator with a
fixed seed is used to generate 1 random number per entry in Table 6.17, centred
around 0 and with its width set to the stated uncertainty. This number is then
used as a correlated shift (or rotation) for all corresponding structures.

• Long Term scenario: It is assumed that after the first few fb−1 of data have been
accumulated, a first complete track-based alignment down to the sensor level has
been carried out, resulting in an overall alignment uncertainty of the strip tracker
of ≈ 20 µm.

The scenarios perform realistic displacements of individual sensors according to currently
estimated placement uncertainties, listed in Table 6.18. These misalignment scenarios will be
updated when new information about the performance of the alignment procedures and/or
placement uncertainties becomes available. As soon as the actual alignment corrections for
the real CMS Tracker become available, they will be used for a realistic time-dependent sim-
ulation of the Tracker geometry.

As an illustration of the successful implementation and use of these misalignment scenar-
ios, Figure 6.26 shows the effects of misalignment on track-finding efficiency and transverse
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Figure 6.26: Impact of misalignment on (a) the track finding efficiency and (b) the transverse
momentum resolution as a function of η for single muons.

momentum resolution for single muons [196]. The global track finding efficiency is close to
unity for |η| < 2 for all misalignment scenarios, provided the alignment position error is
taken into account. If not, the efficiency is significantly reduced, which is illustrated for the
short term scenario. The dip in the distribution in the range 1.2 < |η| < 2.0 is due to tracks
passing through the TID, which has large alignment uncertainties due to the missing LAS
(Table 6.17). For |η| > 2.2 the inclusion of the alignment position error does not improve
the efficiency due to the large track extrapolation uncertainties involved in the very forward
direction.

6.6.5 Track-based alignment

Track-based alignment was shown to be the optimal method for the alignment of large track-
ing detectors in previous particle physics experiments. However, it represents a major chal-
lenge at CMS because of the enormous number of degrees of freedom involved: Considering
at least 6 alignment parameters (3 shifts, 3 rotations, and eventually tilts or sags) for each of
the O(15 000) silicon sensors, one has to consider a problem with O(100 000) unknowns.
Moreover, the full covariance matrix is of size O(1010).

Track-based alignment algorithms have been implemented within the standard CMS recon-
struction software through a common software framework, which provides management
and input/output of alignment parameters and correlations, and allows the alignment of in-
dividual modules as well as of composed structures (e.g., barrels, rods) in a straightforward
way by providing the necessary derivatives. In addition, a track refit at the DST level (us-
ing the hits attached to the persistent tracks without repeating pattern recognition) has been
implemented to improve processing time.

In CMS, 3 different track-based alignment algorithms are considered for track-based align-
ment, some having been established at other HEP experiments, others newly developed. In
the following sections, the main features and initial results of these algorithms are summa-
rized.
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6.6.5.1 Hits and Impact Points algorithm

An iterative alignment algorithm using the Hits and Impact Points (HIP method) has been
developed [201]. The algorithm is able to determine up to 6 alignment parameters for in-
dividual sensors. It involves an analytic formula of the hit residuals as a function of the
alignment parameters of N selected individual modules. A χ2 function, which depends on
the alignment parameters, is constructed from the residuals. The minimizing procedure for
the 6N alignment parameters involves a block diagonal 6N × 6N Jacobian matrix whose in-
version reverts to the inversion of individual 6 × 6 matrix blocks so that inversion of very
large matrices is avoided. The implementation of the method allows to fix a subset of pa-
rameters for all or for chosen modules.

In the HIP method the alignment parameters are updated only after accumulating all the
selected track and hit entries. This approach has the following benefits: 1) it does not easily
converge to a local minimum and 2) the module inter-correlations become automatically
(or implicitly) included in the procedure. The iteration in the method involves consecutive
cycles of performing the alignment and refitting the particle tracks, until no improvement in
the track reconstruction is obtained.

An alternative implementation of the algorithm is designed to align composite detector
structures for a common rotation and translation [202], for example pixel ladders or layers.
The composite alignment involves only 6 parameters of the composite object, and therefore
a rather small number of tracks is sufficient to carry out alignment already in the beginning
of data taking.

The HIP algorithm has been designed especially in view of the pixel alignment. For this
purpose, tracks with relatively low pT can be used, since the multiple scattering and curva-
ture effects are smaller near the beam-line. In addition, the primary-vertex constraint helps:
the tracks from the primary vertex will be reconstructed to originate from a single point.
This constraint affects the residuals and hence also the alignment parameters. The compos-
ite alignment alternative is suitable also for aligning the strip tracker and the Muon system
with respect to each other using high pT muons.

The HIP algorithm has been used [202] for the alignment of the pixel barrel modules using
the First Data Taking misalignment scenario (enlarged by a factor 10 in order to resemble
pre-start-up conditions; only translations). The pixel endcaps and the strip tracker are not
misaligned. The procedure has been iterated 10 times using 200 000 simulated Z0 → µ+µ−

events. Figure 6.27 shows the residuals (difference of true and estimated misalignment in
global coordinates) in x (top), y (middle), and z (bottom). On the left the residuals are shown
as a function of iteration. On the right, the residuals are projected for the initial misalignment
(I=0) and after 1, 5, and 10 iterations. The convergence is very good, with RMS values of 7 µm
(23 µm) for the x and y (z) coordinates.

6.6.5.2 Kalman filter algorithm

A method for global alignment using charged tracks can be derived from the Kalman filter.
The method is iterative, so that the alignment parameters to be estimated are updated after
each track. It can be formulated in such a way that no large matrices have to be inverted. The
update formulae for the alignment parameters and for the associated covariance matrix can
be found in [203]. In order to achieve a global alignment, the update is not restricted to the
detector elements that are crossed by the track. On the other hand, it need not be applied to
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Figure 6.27: Alignment of all 720 pixel barrel modules using the HIP Algorithm. The resid-
uals in global coordinates are shown as a function of iteration (left) and projected for 0, 1, 5,
and 10 iterations (right).

all detector elements; rather only those detector elements are updated that have significant
correlations with the ones in the current track. This requires some bookkeeping, but allows
one to reduce the computational load to an acceptable level. In practice, a listLi is attached to
each detector element i, containing those detector elements that have significant correlations
with i. This list may contain only i itself in the beginning and grows as more tracks are
processed. In the current implementation, the list management is based on a metrics defining
a distance d(i, j) between any 2 detector elements. A detector element is kept in the list Li

only if its distance to i does not exceed an upper bound. Details about the metrics can be
found in [203].

It is possible to use prior information about the alignment obtained from mechanical and
laser measurements. The position of certain detector elements can be fixed by giving them
a large prior weight (small prior uncertainty). A requirement that several detector elements
move simultaneously can be enforced by large prior correlations. The formalism can be
applied to the alignment of either individual modules or larger structures. It can also be
extended to deal with geometrically and kinematically constrained track pairs (or even track
bundles) rather than single tracks.

In the beginning, the covariance matrix D of the alignment parameters is in general block-
diagonal and contains the parameters prior uncertainties. If required, it may also contain
prior correlations among different detector elements. When a track is processed, the corre-
lation lists Li of all detector elements i crossed by the track are scanned and, if necessary,
extended. Only the detector elements contained in the combined list L =

⋃
i Li are updated
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Figure 6.28: Kalman filter algorithm: Evolution of the differences between the estimated
and the true local x-shifts for the wheel-like setup after 100 000 processed tracks. Here only
correlations between modules with d(i, j) ≤ 6 were considered. The pixel detector serves as
the reference frame.

by the Kalman filter. The computational complexity of the parameter update is therefore
proportional to the size |L| of L, and the complexity of the covariance matrix update is pro-
portional to |L|2. Restricting the size of the lists Li without sacrificing precision is therefore
of crucial importance.

The algorithm was implemented in ORCA and studied in 2 small subsets of the silicon tracker:
a telescope-like section of the inner and outer barrels, and a wheel-like subset of the in-
ner barrel consisting of 156 modules in 4 layers. The tracks used were muons with a pT of
100 GeV/c, generated by the particle gun (inline single-particle simulation) with Gaussian
smearing of the hits. While the pixel modules were kept fixed and used as the reference
frame, all silicon-strip modules were shifted by a random shift in the local x- and y-direction
with a standard deviation of σ = 100µm. The upper bound on the distances on the update
lists was set to 6. Some results of the wheel-like setup are presented in Figure 6.28. The
figure shows the evolution of the differences between true and estimated x-shifts, separately
for each of the 4 inner barrel layers. A total of 100 000 tracks were processed. The speed of
convergence clearly depends on the layer, being fastest for the innermost one, as expected.
More results from a toy detector and from the 2 subsets of the silicon tracker can be found
in [203].

Although the method has been shown to work in principle, clearly more detailed studies in
a larger setup are required. The misalignment will be extended to include rotations. The list
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Figure 6.29: Comparison of (a) MILLEPEDE (matrix inversion) and (b) MILLEPEDE II (itera-
tive solution). The residuals are presented before (dotted) and after (solid) the alignment.
The residual distribution before alignment is non-flat, with an RMS of around 200 mm. It
appears flat in the histograms because it is truncated to the range shown.

management will have to be tuned on realistically simulated data, and alternative ways of
limiting the range of the update need to be explored. As convergence in the outer layers of
the inner barrel and in the outer barrel tends to be slow, the algorithm will be extended to
deal with kinematically constrained muon pairs from Z0 or J/ψ decays.

6.6.5.3 MILLEPEDE algorithm

6.6.5.3.1 MILLEPEDE MILLEPEDE [94, 204] is a well established and robust program
package for alignment which has been used and tested successfully at several high energy
physics experiments, for example at H1 [205], CDF [206], HERA-b, LHC-b, and others. Being
a non-iterative method, it has been shown that it can improve the final alignment precision
considerably compared with other algorithms. MILLEPEDE is a linear least-squares algo-
rithm. Such algorithms have proven to be well suited for alignment problems since they are
stable, fast, and accurate and can take into account correlations among parameters.

MILLEPEDE distinguishes between global parameters that are common to all data, namely
the parameters describing the positions of the detectors, and local parameters, present only
in a subset of the data. Track parameters are local parameters as they are specific to a single
event. MILLEPEDE performs an overall least-squares fit of the data, fitting all global and local
parameters simultaneously. Making use of the special structure of the least-squares matrix
in such a fit, the problem is reduced to a matrix equation for the global parameters only. For
N global parameters this amounts to an equation with a symmetricN×N matrix. In the pre-
vious version of MILLEPEDE, a solution was found by inverting the N ×N matrix. However,
due to CPU and memory constraints, this method can only be used up to N = 5000–10 000.
Computing time increases with N3 while memory goes with N2. The alignment of the CMS
Tracker exceeds this limit by at least an order of magnitude, hence new methods had to be
developed to cope with the solution of such a system of linear equations. A new version,
MILLEPEDE II, was developed, which offers different solution methods, and is applicable for
N much larger than 10 000.
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6.6.5.3.2 MILLEPEDE-II In MILLEPEDE II, the 2 tasks of the program are split: Accu-
mulation of data (MILLE) and solving the set of linear equations (PEDE). The advantage of
this procedure is that once a dataset has been defined for alignment, one can test the solu-
tion under changing conditions. In addition to the matrix inversion and a diagonalization
method, a new method for the solution of very large matrix equations is implemented. This
minimum residual method applicable for sparse matrices determines a good solution by it-
eration in acceptable time even for large N .

As mentioned before, to align the CMS Tracker at the sensor level, the matrix is of the order
1010 and matrix inversion is not a viable solution. Diagonalization has the advantage that
the eigenvalues provide extra information like the degree of correlation between parameters.
However, this method is also rather CPU intensive. The third method, an iterative solution
for sparse matrices, is most promising for the CMS Tracker. Here the fact is used that the
matrix containing the alignment parameters contains many zero-elements due to detector
elements that are not linked to each other via common tracks. However, for comparison and
testing of the robustness of the methods, it is useful to compare the results of the various
methods.

MILLEPEDE II has been successfully interfaced with the ORCA framework and the alignment
of parts of the CMS Tracker has been carried out using different scenarios. For details on
these studies see [207]. As an example, Figure 6.29 shows hit residuals for rφ for the inversion
and the iterative method. Here each individual detector of the Tracker was misaligned using
the standard CMS procedure. The alignment procedure was carried out in the central region
(|η| < 0.9) of the strip tracker using 1.8 million Z0 → µ+µ− events. The 3 pixel layers and the
outermost barrel layer were kept fixed, which amounted to≈ 8400 translation parameters to
be aligned. The RMS values for both methods are virtually identical (4.6 µm), underlining
that the new iterative method performs well.

6.6.5.4 Summary

Only with track-based alignment will it be possible to align the strip and pixel detectors to a
level where the residual alignment uncertainties do not significantly degrade their intrinsic
resolution. As a starting point, a common software infrastructure has been developed that
allows the implementation and finally comparison of several statistical algorithms capable
of handling the complexity of the CMS Tracker. Presently, CMS possesses the full software
infrastructure to not only realistically misalign the tracking devices, but also to accommodate
the use of any statistical alignment algorithm. Three different algorithms, HIP, Kalman filter,
and MILLEPEDE, are in the process of being fully implemented and validated. Furthermore,
comprehensive tests are ongoing to demonstrate that the considered algorithms exhibit the
principal capability to align at least parts of the silicon tracker under realistic conditions.

The next phase will be the development of a realistic alignment strategy of the full Tracker
that also takes into account different start-up scenarios (with and without the pixel tracker,
see Section 6.6.1). The results of these further studies will be documented in a forthcoming
addendum to this Report.

In addition, the impact of systematic uncertainties on track-based alignment arising from
the description of the Tracker material as well as the magnetic field need to be evaluated.
In particular, procedures need to be established that allow the material, magnetic field, and
alignment effects to be disentangled in the track reconstruction.
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Figure 6.30: Layout of the strip tracker outer barrel (TOB) test-beam setup used for align-
ment.

6.6.6 Alignment of a test-beam setup

While it is crucial to verify the capability of the aforementioned alignment algorithms to
align the full CMS Tracker with simulated data, the results [208] described in this section
complement the verification effort with an independent approach, using test-beam data on
a small-scale system.

In October 2004, the TOB group recorded data using a 120 GeV pion and a 70–120 GeV muon
beam with a dedicated test setup, comprising 48 silicon-strip modules on 6 TOB rods in a
configuration shown in Figure 6.30. Since no magnetic field was present, particle trajectories
are almost straight tracks which are only mildly affected by multiple scattering. The beam
size was about 8 × 5 µm2 for the pion beam, and the acceptance region for the much larger
muon beam was constrained by the trigger scintillator size of about 10×10 cm2. The setup
was adjusted with respect to the beam such that the beam hit the overlap region between 2
adjacent modules (detectors 3 and 4 in each rod). The beam was perpendicular to the strips of
the detectors, and in the other direction the beam formed an angle of 94◦ with respect to the
surface. The data were used for track reconstruction and alignment, requiring the adoption
of the existing CMS tracking algorithms and alignment software framework for the case of
this special geometry and track model.

During alignment, the positions and orientations of the rods in layers 1 and 6 (Fig. 6.30)
have been kept fixed, and alignment corrections are only computed for modules 3 and 4
in layers 2 to 5. Results for the HIP and MILLEPEDE algorithms are given in Table 6.19,
compared with a manual alignment obtained from track residuals. In addition to the 1-
dimensional results where only x, the direction perpendicular to the strips, was aligned,
the HIP algorithm was also used to carry out a simultaneous alignment of both x and γ,
where γ defines the rotation angle around the axis normal to the sensors. The results of this
2-dimensional alignment procedure are also listed in Table 6.19. The different track-based
alignment procedures agree well among themselves and are also compatible with the results
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Table 6.19: Alignment corrections obtained from test-beam data. Good agreement among
the different algorithms is observed, as well as a small improvement in convergence for the
2-dimensional HIP-2D algorithm.

manual HIP-1D Millepede HIP-2D
x ( µm) x ( µm) x ( µm) x ( µm) γ (mrad)

Rod 2
Detector 3 -105 -105±2 -101±4 -114±6 -0.12±0.08
Detector 4 363 380±7 379±17 356±13 -0.37±0.18
Rod 3
Detector 3 -454 -466±2 -457±4 -466±6 -0.00±0.08
Detector 4 -99 -61±7 -96±15 -77±13 -0.26±0.19
Rod 4
Detector 3 -935 -946±2 -938±6 -954±4 -0.11±0.06
Detector 4 -579 -541±6 -544±16 -532±9 0.22±0.14
Rod 5
Detector 3 -457 -470±2 -467±4 -479±4 -0.13±0.05
Detector 4 -141 -80±7 -91±17 -67±9 0.27±0.15
mean track χ2 1.75 1.72 1.73 1.69
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Figure 6.31: Alignment of test-beam data. Shown are the convergences of (a) x, (b) γ, and (c)
the mean χ2 value. The small oscillations are caused by changes in the track sample.

of the simple manual alignment.

The convergence of the shift x and of the rotation with angle γ for a particular detector us-
ing the HIP algorithm with 2 degrees of freedom are shown in Figure 6.31 together with the
convergence of the χ2 values. The overall convergence is quite similar. The 2-dimensional
alignment converges to a slightly better χ2 value, since the correlation between x and γ is
taken into account. The alignment precision is limited by the amount of data as well as the
small pion-beam size. However, the results prove that the alignment software implementa-
tion is working as expected.

6.7 Data quality monitoring
The goal of the data quality monitoring (DQM) for the Tracker is to use the collected data to
monitor the performance of the detectors to ensure the smooth running of the system and
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that good quality data are being taken. It should also ensure that any possible problem is
identified efficiently at a very early stage in the data acquisition chain so that actions can be
taken promptly to resolve it. The system is based on the CMS DQM framework discussed in
Section 2.9.

6.7.1 Quantities to monitor

Monitoring will be performed at different levels of data processing and reconstruction. Ac-
cordingly, the “monitorable quantities” for the pixel and strip detectors in the tracker can be
classified into different categories as given below.

• Raw Data from FEDs: inconsistency of channel addresses, bad synchronization of
the readout chips, and error flags produced by the FEDs have to be handled and
monitored by inspecting the event header of the FEDs.

• Individual channel output: during the Virgin Raw Data mode (Section 6.2.2.1) of
strip detector FED operation, the pedestals, noise, and the map of dead and noisy
channels will be monitored.

• Raw Hits : the raw charge collected in the detectors, and its position and distribu-
tion will be monitored at this level. The frequency, as well as the average charge
per pixel or strip, will give an indication of dead or noisy channels.

• Reconstructed Clusters: collected charge in neighboring pixels or strips above
threshold are merged into clusters by the reconstruction software and the hit posi-
tion is calculated. The distributions of the cluster position, cluster size, and cluster
charge will be monitored for individual detectors. Since the charge released in sil-
icon varies with the track length, i.e., the incident angle of the particle, the charge
collected for single-strip clusters, where almost normal incidence is ensured, will
be considered. However, this quantity, as well as the cluster size, is best studied
by considering only the clusters attached to tracks, where the track inclination is
precisely known.

• Tracks: a number of quantities will be monitored once the tracks are reconstructed
(Section 6.4). The number of hits per reconstructed track, χ2 of the fit, impact
parameter, etc. will be monitored to ensure the overall quality of tracks. Events
with high momentum isolated tracks are preferable here to ensure reconstruction
quality. The cluster width with track incidence angle, and the mean and r.m.s of
hit residuals will be used to monitor individual detector performance.

A few specific items, namely the pixel track seeds (pairs or triplets), pixel tracks,
primary vertices from pixel tracks, and impact parameter of the pixel tracks with
respect to the primary vertex will be monitored exclusively in the pixel system.

Due to radiation damage the silicon sensor response is expected to change during
the detector operation. A number of quantities—for example Lorentz deflection,
signal trapping (Section 6.1.2.1), and inter-channel couplings—will be monitored
to guarantee a precise determination of the hit position.

The tracker has a complex structure with ≈ 17 000 detector modules arranged in its mechan-
ical structure. To facilitate the navigation, monitorables are arranged in folders reflecting the
hierarchical structure. At each level of this logical structure there is a folder containing some
header information and the corresponding monitorables. The header for a detector module
contains detailed information of all the electrical, optical, and cooling connections and the
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detector module identification from the configuration database. This information will enable
easy access to the detector modules common to a given control, readout, or cooling circuit.

The environmental information of the tracker consisting of the status of the modules, the
power supplies, and the cooling system will constitute a large volume of data not correlated
with event data. Part of this information will be utilized in the Detector Control System
(DCS, see [8]) logic and will be monitored to ensure reliable running of the tracker. The env-
ironmental data are integrated in the DCS in various ways. The temperature and humidity
measurements are available via Detector Control Unit (DCU) chips on the front-end module
(detector hybrid) and on the Communication and Control Unit (CCU) (see [6]).

The DCUs also read the low voltages and leakage currents of the detectors. The power
supply status is monitored and controlled via standard OPC connections to the DCS, realized
in the CMS standard PVSS SCADA software. Panels for navigation in the power supply
hierarchy, as well as display of the tracker geometry with colour codes associated to the finite
state machine of the power conditions, will help to diagnose problems easily. The DCS will
have to access the online Configuration and Conditions databases described in Section 6.2.1.
The start-up setting of the power supply will be loaded from the Configuration database and
the conditions during the run will be written to the Conditions database with appropriate
time stamps. In this way, the Data Quality Monitoring applications will be able to correlate
event data with environmental data.

6.7.2 CPU estimate and requirements

The monitorables as described in the previous section are booked, filled, collected, and dis-
played using the common CMS DQM framework described in Section 2.9.2. The booking
and filling are performed by “source” applications that have access to the tracker geometry
and the detected hardware information (Section 6.3.2) as well as the actual event data. These
applications are potentially capable of running the full CMS reconstruction software.

The “source” applications can run directly on the Filter Farm or on dedicated processors
accessing event data buffers output from the Filter Farm. The choice depends on several fac-
tors like the CPU needed to compute the monitorable quantities, the necessary input event
rate, and the acceptable delay by which the monitored information can be computed and
made available. Estimates of the CPU usage per event needed to compute a full representa-
tive set of monitorable quantities for the entire tracker are presented in Table 6.20. The set
of monitorable elements that has been considered involves some basic quantities for each
of the ≈ 17 000 tracker modules in the strip and pixel tracker, as described in Section 6.7.1.
The overall monitorable data volume, computed as the total number of bins multiplied by
4 Bytes, is also shown in Table 6.20. All numbers refer to a high luminosity run and have
been obtained by studying a sample of simulated dijet events with transverse momentum
between 50 and 100 GeV. The CPU measurements have been performed on a 1 GHz, Pen-
tium III machine with 1 GB RAM.

The numbers in Table 6.20 are obviously driven by the histograms that require 1 bin per
channel. The production of higher level histograms, like those with 1 bin per detector, are
orders of magnitude less demanding.
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Table 6.20: Input data type, overall number of events required, CPU usage (per event), and
monitorable data volume for a full representative set of tracker monitoring tasks. Numbers
refer to a high luminosity run and have been obtained by studying a sample of simulated
dijet events with transverse momentum between 50 and 100 GeV.

Monitorable Number of events CPU Required Data Volume
Raw Hits 1000 Digi building + 0.03 s 1 MB
Clusters 10000 Cluster reconstruction + 0.4 s 50 MB
Tracks 1000 Track reconstruction 1 MB

6.7.3 Event-display-based monitoring

A specialized event-display software tool, called the “Tracker Map” has been developed [209]
for monitoring purposes. The tool allows collections of data associated with individual
Tracker modules (strip and pixel) to be viewed in a single 2-dimensional image that shows
all modules arranged in their mechanical structures (Fig. 6.32): disks for the endcaps and
flattened layers for the barrels. The Tracker Map can be used in an interactive mode that
provides zooming functionality. In this mode it is possible to get finer details, which can go
down to the level of the individual module channels. The basic format in which the infor-
mation of the Tracker Map is stored is an XML file.

Three main use cases of the Tracker Map are foreseen:

1. A dashboard display in the control room. In this case a static image, produced by spe-
cialized monitoring applications with data access, is regularly produced and displayed
on a screen. The image can give a fast visual feedback to the operator and can be used
to complement more sophisticated applications for automatic error recognition and
alarms. Of course this mode of operation can also be used during the data processing
at Tier 1 or Tier 2 centers.

2. An efficient way to store and transfer monitoring data about the Tracker. In this case
the Tracker Map is used in its original format (XML file). The Map can be visualized
through any web browser once the freely available Javascript software is installed on
the machine that runs the browser. It should be noted that any other information acces-
sible via the Web, such as histograms, can be linked to the individual modules in the
Map by registering their Web address on the file. Zooming functionality is available
in this mode and each module on the image is clickable. Clicking a module causes the
object attached to it to be accessed and visualized. The same file can be made available
on the Web and therefore be accessible from anywhere in the world. In this way, infor-
mation about the status of the Tracker can immediately be made available to experts or
any CMS collaborator.

3. A graphical interface fully integrated with monitoring applications that have online or
offline access to event or non-event data. An implementation of this mode of operation
has been achieved with the IGUANA software project (Section 2.10). In this case the
Tracker Map image actually works as an event display, since the image is updated
every time new events are available.
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Figure 6.32: Example of a Tracker Map image (top). The mean ADC counts in each module
is depicted in the gray scale image. Clicking on one of the modules causes the detailed
occupancy histogram of that module to be shown (bottom).



Chapter 7

Forward Detectors

7.1 Overview
The central detector of the CMS experiment has an acceptance in pseudorapidity η, of roughly
|η| < 2.5 for tracking information and |η| < 5 for calorimeter information. Figure 7.1[210,
211] shows the expected pseudorapidity distribution of the charged particles and of the en-
ergy flow at the LHC, demonstrating that with an acceptance limited to |η| < 5 most of the
energy in the collision will not be detected.

η

dE
/d

η 
dN

c/
dη

 

LHC, inelastic collisions

Figure 7.1: Pseudorapidity distribution of the charged particles and of the energy flow at the
LHC, taken from [210, 211]. The energy is in units of TeV.

Presently there are 2 proposals to extend the coverage in the forward region:

295
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Figure 7.2: The LHC beamline and the Roman Pots of TOTEM at 3 different locations. Dis-
tances are measured in meters. The detectors at 180 m are optional.

• Add 2 calorimeters on either side of the interaction region which will cover higher
|η| values, called CASTOR (5.1 < |η| < 6.5) and the Zero Degree Calorimeter
(ZDC). Both have an electromagnetic and hadronic section. These calorimeters
are of interest for measurements in pp, pA and AA collisions (where A is a heavy
ion).

• Capitalize on the opportunity to have common runs with the TOTEM experiment,
which uses the same interaction region as CMS (IP5). This common physics pro-
gramme is presently under discussion within the 2 Collaborations and is investi-
gated by CMS/TOTEM working groups.

The TOTEM experiment [199, 212] is an approved experiment which will measure the pp
elastic cross section as a function of t, the square of the exchanged four-momentum, the total
cross section with a precision of approximately 1%, and diffractive dissociation at

√
s = 14

TeV. The TOTEM experimental set-up consists of 2 tracking telescopes T1 and T2, as well as
Roman Pot (RP) stations, 1 on either side of IP5. The T1 and T2 telescopes consist of CSC
(Cathode Strip Chambers) and GEM (Gas Electron Multipliers) chambers respectively, and
will detect charged particles in the η regions 3.2 < |η| < 5 and 5 < |η| < 6.6 .

The TOTEM RP stations will be placed at a distance of±147 m and±220 m from IP5 (Fig.7.2).
Each station will consist of 2 units, 2.5 m and 4 m apart, each with 1 horizontally and 2
vertically movable pots equipped with silicon strip detectors. These stations can measure
protons with a momentum loss ξ = ∆p/p in the range 0.02 < ξ < 0.2 for the nominal
collision optics. For other optics with larger β∗, and hence lower luminosity, much smaller
values of ξ can be reached.

Detectors at a distance of 420 m, in the cryogenic region of the LHC ring, are currently being
considered by the FP420 project [213]. They would provide a coverage of 0.002 < ξ < 0.02,
complementary to that of the TOTEM detectors, for the high luminosity, low β∗ optics.

The TOTEM detectors can provide input data to the Global Trigger of the CMS Level-1 trig-
ger. Track finding in T1 and T2 (combined coverage 3.2 < |η| < 6.6) for triggering purposes
is optimized to select beam-beam events with charged tracks that point back to the IP and
reject beam-gas and beam-halo events which have tracks that do not.

The Roman Pot detectors of TOTEM aim to detect the protons in diffractive interactions of
the type pp → p +X and pp → p +X + p. When used in conjunction with the central CMS
detector interesting phenomena such as hard diffractive scattering can be studied, where the
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system X can consist of jets, W , Z bosons, high ET photons, top quark pairs or even the
Higgs particle, as discussed recently in [214, 215].

The combination of T2 and CASTOR will allow the study of phenomena at lower Bjorken-x
than otherwise reachable. Drell-Yan measurements will enable the parton distributions to
be probed down to x ≈ 10−6. The energy and particle flows in the forward region are also
of prime interest for tuning Monte Carlo simulation programs used in cosmic ray studies.
CASTOR is designed especially to hunt for “strangelets” in AA collisions, which are charac-
terized by very atypical fluctuations in hadronic showers.

The prime goal of the ZDC is to measure the centrality in AA collisions. The so-called ultra-
peripheral events can also be tagged. In pp interactions it will allow the study of events with
charge exchange and consequently a forward high energy neutron. Its ability to see low
energy (≈ 50 GeV) photons is important for exclusive diffractive studies.

The full physics program with these detectors will be outlined in a forthcoming Report. In
the present document, we will only discuss the forward detectors of CMS, and refer the
reader to the TOTEM TDR for the detailed description of the detectors of the TOTEM exper-
iment.

7.2 The Castor Calorimeter

7.2.1 Description of the calorimeter

7.2.1.1 Mechanical sesign

CASTOR is an electromagnetic/hadronic calorimeter, azimuthally symmetric around the
beam and divided into 16 sectors (φ = 22.5◦). It is also longitudinally segmented into 12
slices, the so called Reading Units (RU), in order to observe and measure the propagation of
hadronic cascades (showers) along its depth. This characteristic is particularly necessary for
detecting penetrating cascade particles.

The calorimeter is a Cherenkov-light device, consisting of successive layers of tungsten plates,
as absorber, and fused silica (quartz) plates, as active medium. The plates are inclined at 45◦

with respect to the impinging particles in order to maximize the Cherenkov light collected.
The light is produced by the passage of the charged particles in the shower (primarily e+,
e−) through the quartz. The light reaching the top of the quartz plates by internal reflec-
tion is collected in the RUs along the depth of the calorimeter and transmitted by aircore
lightguides onto the radiation-hard photomultiplier tubes (PMTs).

The Castor calorimeter comprises 2 electromagnetic samplings with 5 mm W plates sand-
wiching 2 mm quartz plates and a hadronic part that has up to 10 samplings with 10 mm
W plates sandwiching 4 mm quartz plates. The total depth of the EM section is about 22
radiation lengths (X0) and the total depth is 10.3 interaction lengths (λI). It is situated in the
collar shielding at the very forward region of CMS, starting at 1437 cm from the interaction
point, as shown in Figure 7.3.

The pseudorapidity range covered is 5.3 < |η| < 6.5 for the EM-section and 5.15 < |η| < 6.4
for the hadronic section. This η-coverage closes hermetically the CMS pseudorapidity range
over almost 13 units.
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Figure 7.3: Schematics of the CMS forward region.

The current plan is to build the calorimeter in 2 stages:

• Stage I is for pp physics and will consist of the EM and (6) RUs of the hadronic
section, leading to a total of ≈ 6.6λI. The aim is to complete and install stage I for
the pilot run or at the latest by the first physics run.

• Stage II is for heavy-ion physics and will have the additional (4) RUs of the hadronic
section. The stage should be completed in 2008-09.

Figures 7.4 and 7.5 show views of the mechanical design of the calorimeter.

7.2.1.2 Calibration and simulation

The 16×12 RUs of the calorimeter are calibrated using the blue-light laser from the HF cal-
orimeter. The light reaches the top of the light guide of each RU via quartz fiber and shines
light onto the top of the quartz plates. The reflected light is read by the PMT. For monitor-
ing radiation damage of the quartz plates, red light will also be used in comparison, since it
remains unaffected.

The CASTOR calorimeter is implemented in the GEANT4 simulation program of CMS. The
calorimeter geometry, as used in the Monte Carlo simulations for this report, is however
somewhat different from the one described above. Its depth is of 10.2 λI and is divided
into 18 RUs. All other characteristics are the same. Figure 7.6 shows a general view of
the CASTOR geometry, implemented in the simulation and visualized with the IGUANA

visualization package (Section 2.10).

7.2.2 Beam test results
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Figure 7.4: View of the mechanical design of the calorimeter showing the 2 stages.

Figure 7.5: View of the mechanical design of the calorimeter showing the 2 stages.
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Figure 7.6: General view of CASTOR as visualized with IGUANA.

7.2.2.1 Prototype I

The first prototype was an electromagnetic calorimeter with 4 octant-shaped sectors (Fig. 7.7).
It was built to study several aspects of the design: the type of quartz medium (fibres vs.
plate), the reflecting medium in the air-core light guide (glass mirror vs multilayer stack),
the reading device (avalanche photodiodes, APDs, vs. PMTs). In addition, we studied the
energy response and the energy resolution for these different options.

Figure 7.7: Photo of the active volume (tungsten and quartz media) of CASTOR Prototype I.

Each of the 4 azimuthal sectors (octants) consisted of 10 pairs of tungsten/quartz planes,
totaling 23.7 radiation lengths, or 0.83 interaction lengths.
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7.2.2.2 Beam test of Prototype I

The beam tests of prototype I took place in June 2003 at the beam line H4 of the SPS accel-
erator at CERN. The prototype was positioned on a moving table with horizontal (left-right)
and vertical degrees of freedom with respect to the electron beam. Electron beams of sev-
eral energies were used. A pair of wire chambers, positioned upstream, defined the incident
position of the beam particles.

Several combinations were tested involving quartz plates or quartz fibres, two different re-
flectors in the light guides, and different types of light-reading devices . These are illustrated
in Figure 7.8.

Figure 7.8: Different options investigated in the beam test of Prototype I.

7.2.2.2.1 Energy response To study the linearity of response with energy and the rel-
ative energy resolution, electrons were fired at the central points C (Fig. 7.8) in the different
azimuthal sectors. Electron beams of energy 20, 40, 80, 100, 150 and 200 GeV (Fig. 7.9) were
used. The distributions of the signal amplitudes are well fitted by a Gaussian function.

7.2.2.2.2 Energy resolution For the relative energy resolution of the calorimeter, the
ratio σ/E vs. E was fitted to 2 different expressions [216, 217]:

σ

E
= p0 +

p1√
E

(7.1)

σ

E
= p0 ⊕

p1√
E
⊕ p2

E
(7.2)

where ⊕ denotes sum in quadrature.
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Figure 7.9: Response Linearity in sectors: S1-(Philips PMT or APD2), S2-(Philips PMT), J2-
(APD1). Calorimeter response in ADC channels vs. electron energy in GeV.

The energy resolution for the various options studied is shown in Figure 7.10. Generally, both
formulae fit the data satisfactorily. The constant term p0 is close to zero for all options. Also
the stochastic term p1, being less than 38% for the S1 sector, seems to be reasonable, when
compared to p1 = (36.2 ± 0.2)%, obtained in [218] for a calorimeter prototype of similar
geometry and technology. The readout by photodiodes requires the p2 term in the fit due to
the sizable electronics noise, measured to be 1.25 GeV and 4.5 GeV for Advanced Photonic
APD and Hamamatsu APD, respectively. It should be noted that the APDs are very sensitive
to both voltage and temperature changes, but in this test there was no such stabilization.

7.2.2.2.3 Uniformity of response The uniformity of the calorimeter response was stud-
ied using 80 GeV electrons incident of sectors J1, J2 and S1 with Hamamatsu PMT readout.
Also studied was energy sharing between neighboring sectors. The response at points A-E
in the middle of the sectors and at the border of S1 was also studied. The energy resolution
for these sectors is compared in Figure 7.11. The light output is highest in the S1 sector, and
it is practically the same for the central and for the border points. It depends weakly on
the position of the impact point: for S1 (J1, J2) a weak decrease (increase) of the calorimeter
response with distance R from the calorimeter center is observed.

7.2.2.3 Prototype II

The results of the beam test analysis of prototype I prompted the construction of a second
prototype using quartz plates, large area APDs as well as PMTs, and Dupont reflective foil.
A new geometry of the semi-octant was tested.
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Figure 7.10: Energy resolution in different sectors. Two fits are shown: σ/E = p0 + p1/
√
E

(black line); σ/E = p0 ⊕ p1/
√
E ⊕ p2/E (red dotted line).

Prototype II comprised electromagnetic and hadronic sections, with 1 octant equipped. The
EM section was further divided into 2 semi-octant sectors and was longitudinally segmented
into 2 samplings. The hadronic section was longitudinally segmented into 4 samplings.
The calorimeter was constructed from layers of tungsten plates as absorber and fused sil-
ica quartz plates as active medium. The light was collected in sections along the length of
the calorimeter and focused by air-core light guides onto APDs and PMTs. In the EM section,
the tungsten/quartz plate thickness was 3 mm/1.5 mm and each of the 2 samplings had a
thickness of 13.4 X0 (0.536 λI). In the hadronic section, the tungsten/quartz plate thickness
was 5 mm/2 mm and each sampling has a thickness of 0.796 λI. The plates are inclined at 45
degrees.

The photodetectors were arranged in a matrix of 4 or 6 APDs and PMTs. Figure 7.12 shows
a picture of the fully assembled prototype II positioned on the moving table at the H2 beam
line of the SPS at CERN.

7.2.2.4 Beam test of Prototype II

The beam test of prototype II took place in October 2004 at the H2 beam line of the SPS at
CERN. Electron, hadron (π−) and muon beams at several energies were used. A telescope
of scintillator detectors and wire chambers were upstream of the prototype, giving precise
information on the position of each particle hitting the calorimeter.

Electron beams of energy 20–200 GeV were used in the test. Together with electrons, muons
were also detected, as shown in a typical spectrum, Figure 7.13. The electron peak is almost
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Figure 7.11: Resolution vs. distance from the calorimeter center for 80 GeV electrons in
several points (AE) of J2, J1 and S1 sectors, all connected to Hamamatsu PMTs.

Figure 7.12: Assembled prototype II on the moving table in the H2 beam line.

always well fitted with a Gaussian curve.

7.2.2.4.1 Linearity of response Figure 7.14 shows the linearity of the energy response
using an electron beam for different photo-devices: groups of 4 and 6 APDs and the Hama-
matsu PMT.
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Figure 7.13: Typical energy spectrum with 100 GeV electron beam.
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Figure 7.14: Linearity of the energy response with electrons at several energies and for dif-
ferent readout devices.
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7.2.2.4.2 Energy resolution The energy resolution was obtained for the 3 readout de-
vices – 4 and 6 APDs, and the PMT. Figure 7.15 shows the comparison of the resolution for 4
APDs and the PMT.

Figure 7.15: Comparison of the energy resolution with the PMT and 4 APDs as the readout.

7.2.2.4.3 Uniformity of response and position resolution The response for different
points of impact of electrons was studied using an 100 GeV electron beam and 4 APDs as
photodetectors. Figure 7.16a shows the result of this scan and the characteristic energy re-
sponse of the 2 channels, as the beam moves from one to the other. The derivative of the
sigmoid response curve gives the width of the EM shower transverse size (Fig.7.16b). We
obtain a FWHM of ≈2 mm, in agreement with Monte Carlo simulations. This means that
95% of the EM energy is contained within a cylinder of a radius of approximately 5 mm.

7.3 The Zero Degree Calorimeter

7.3.1 Description of the calorimeter

The ZDCs need to be compact, fast, highly radiation resistant and with good energy and
time resolution. To accomplish this it is planned to use tungsten as an absorber and collect
the signal from Cherenkov light emitted by relativistic charged particles in quartz fibres. This
is the basis of the hadronic forward calorimeter in CMS. A similar design has proved very
robust at RHIC.

The design requirements for the ZDC are:
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Figure 7.16: Spatial response (a) and resolution (b) of the EM section for 100 GeV electrons.

1. width < 9.6 cm, length < 100 cm;

2. energy resolution sufficient to resolve the 1 neutron peak;

3. very high radiation tolerance;

4. low sensitivity to induced radioactivity;

5. rate capability above 50 kHz (for Ar-Ar);

6. vertex resolution through timing of few cm, i.e. σt ≈ 100 ps.

The zero degree calorimeters for CMS will follow closely the successful RHIC design [219,
220]. Figure 7.17 shows the design of the RHIC ZDC modules. These are Cherenkov calorime-
ters which sample only the high energy core of the induced showers. The use of tungsten
provides sufficient density to contain the transverse spread of the signal to within a few cm
of the initial trajectory. Quartz fibres provide high radiation tolerance. To accommodate the
higher energy of LHC, we plan to increase the depth of the calorimeter from 6 to 8 interac-
tion lengths. Cherenkov calorimeters are almost immune to induced radiation since they are
only sensitive to high velocity charged particles. Since the typical energies will be 25 times
larger at the LHC than at RHIC, a large amount of Cherenkov light is produced. Therefore
the calorimeter can be made more compact, by using 1 cm or 1.5 cm plates instead of the
0.5 cm plates used at RHIC and still have adequate photostatistics. The proposed layout of
the detector is shown in Figure 7.18.

A GEANT4 based simulation of the ZDC is available. Figure 7.19 shows a simulation of the
ZDC response to 1 TeV neutrons. The peak has a width of ≈ 12%. Figure 7.20 shows the
shower simulation of a single neutron with energy of a 1 TeV in the ZDC.

The location and configuration of the zero degree calorimeters for CMS follows closely the
successful RHIC design [219, 220] adapted to accommodate the different accelerator geom-
etry. To measure forward going neutrons the calorimeter needs to be located at the end of
the straight section surrounding the interaction point between the 2 pipes containing the
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Figure 7.17: Mechanical design of the RHIC ZDC modules. Dimensions shown are in mm.
We propose to use 3 such modules for the hadronic section and 1 smaller module with verti-
cal plates for the electromagnetic section.

counter-circulating beams. In CMS this occurs 140 m from the vertex at the so-called “pair
of pants.” This area is inside the Neutral Beam Absorber device (TAN) which shields the
superconducting magnets from synchrotron radiation produced by the beams. Figure 7.21
shows a picture of the TAN.

The TAN surrounds the beam splitting area with copper absorbers. To allow measurement
of the forward going energy, the design of the TAN includes a detector cavity precisely at
zero degrees. During pp runs part of the cavity will be filled with a shower maximum gas
detector for measuring luminosity and to help with tuning the accelerator [221]. We propose
to use the vacant space within the TAN for the ZDC.

The detector cavity inside the TAN is 9.6 cm wide and 100 cm long. The strongest constraint
on the design of the ZDC is that it must fit inside the TAN. A large space is available above the
beam center line but only 6.7 cm is available below. The short length of the cavity precludes
our copying the ALICE design [222] which has a total length of 140 cm. Therefore we propose
to follow the design of the RHIC ZDCs [220] and read out the calorimeter from the top. The
geometry of the TAN precludes the measurement of the spectator protons since they will
be bent into the absorber. However our experience at RHIC shows that measurements of
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Figure 7.18: Side view of the ZDC showing the electromagnetic and hadronic sections with
the luminosity monitor in between.

the spectator neutrons and charged particles at mid-rapidity will allow us to measure the
number of participant nucleons, Npart, to within 5% for Npart ≈ 80, dropping to 3% for the
most central collisions [223].

As mentioned above, the TAN will also house an instantaneous pp luminosity monitor, sim-
ilar to that used at HERA. The luminosity monitor will have a depth of 10 cm along the z
axis and will need to have an absorber in front of it to convert high energy photons into elec-
trons. This absorber will be the electromagnetic section of the ZDC. With a depth of 10 cm
it should be possible to make this 22 radiation lengths deep. The remaining 80 cm behind
the ZDC will be used for the hadronic section. This will consist of 3 modules each 1.6 inter-
action lengths thick. The tungsten plates will be tilted at 45o in order to equalize, as best as
possible, the response of the detector to electromagnetic and hadronic energy. For the elec-
tromagnetic section the plates will be oriented vertically. The pp monitor is not expected to
significantly degrade the energy resolution of the ZDC and may well enhance it by serving
as a shower maximum detector. The ZDC and luminosity detectors are now included in the
CMS software framework.

There has been considerable interest within the HCAL group on using the ZDCs and CAS-
TOR to improve the missing energy resolution of CMS. For this reason we have decided to
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Figure 7.19: Monte Carlo simulation of the ZDC response to 1 TeV neutrons.

Figure 7.20: Visualization of the ZDC response to one 1 TeV neutron shower.

use the ZDCs for the first 2 low luminosity pp runs. This will require the use of quartz/quartz
fibres.

The radiation load of 300 kGy/year of Pb-Pb runs for the ZDCs is about 1/3 of that expected
for the forward hadron calorimeter, HF, in the region 4.5 < η < 5.0. During the pp runs the
power dissipated in the TAN will reach a maximum of 10 W/Kg, i.e. 10 Gy/s [221]. Thus
in a year of pp run we would expect a dose of about 180 MGy or 18 GRad. Hence it should
be possible to use the same fibres as used in the HF. These are so called “Quartz-Plastic” or
QP fibres which have a quartz core and a plastic cladding. However one of the advantages
of CMS is the ability of the DAQ to take the full luminosity for pA and light ion collisions.
For these systems the radiation load could be much higher and so it seems prudent to use
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Figure 7.21: Close up of the TAN showing the cavity which will hold the ZDC.

fibres that have the maximum possible radiation hardness. This would imply using the more
expensive “Quartz-Quartz” fibres.

To minimize risks we plan to use the 8 stage Hamamatsu R7525HA, the same tubes as for
the HF. These have been studied very extensively in high radiation environments. They are
optimized to match with the CMS readout system. A large dynamic range is accomplished
through a multi-range technique.

7.3.2 Calibration

The best way to calibrate the ZDCs is by observation of the 1 and 2 neutron peaks from the
heavy ion physics runs. Figure 7.22 shows these peaks in a spectrum of AuAu collisions at
RHIC [219]. At RHIC the stability of the system is also monitored by using LEDs to inject
a known amount of light into the ZDC photomultipliers. It should be possible to get some
information about the radiation damage to the fibres by injecting light into the bottom of the
fibres themselves.

7.3.3 Trigger and DAQ

The plan is to copy the HF readout chain, but the high radiation levels and the large dynamic
range required cause some complications. To avoid damaging the electronics we will transfer
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Figure 7.22: ZDC spectrum for electromagnetic Au-Au collisions with
√
Snn=130 GeV.

the signal along fast hard core cables to the counting room. There the signal will be split 3-
ways for timing and low and high gain energy measurements. The ZDCs can then provide
the following information to the trigger system:

1. Vertex Position: c(Tleft − Tright);

2. Timing: (Tleft + Tright)/2;

3. Hadronic Interaction Trigger: (Eleft ≈ Eright);

4. Electromagnetic Interaction Trigger: (Eleft � Eright) or (Eright � Eleft).

Initial discussions [224] indicate that it should be possible to use the ZDCs at Level 1.

7.3.4 Heat dissipation

We might expect a heat load from radiation of ≈ 200 W. We plan to remove this heat by
bonding the tungsten to copper side plates. Figure 7.23 shows results of a test in which
heat was injected into an insulated steel plate, with similar conductivity as tungsten. The
temperature was then measured as a function of time at 12 points around the plate. The only
cooling for the plate was provided by 2 copper strips that extended outside the insulation
into the air. From these tests we expect a maximum temperature rise of 20◦C.

7.3.5 Performance

We expect the ZDC hadronic section to have a resolution of 10% for 2.7 TeV neutrons. The
electromagnetic section is designed to reconstruct 50 GeV photons. At this energy the reso-
lution is 11%. As the photon energy increases to 100 GeV, the shower penetrates deeper into
the calorimeter causing some leakage into the luminosity monitor. Since the showers are
very narrow and the electromagnetic section is divided into 5 sections horizontally we can
get position resolution of ≈ 6 mm. This will be very useful for measuring the beam crossing
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Figure 7.23: Temperature as a function of time for points at various distances along the x-axis
of the heated plate. The plate is cooler near the copper strips at the side.

angle. Finally, given the timing resolution of order 100 ps we can make vertex selection with
a resolution of 3 cm. This can be done in the level 1 trigger.

7.4 Trigger for common CMS/TOTEM runs
The trigger is a key component in capitalizing on the physics potential provided by com-
bining data from CMS and TOTEM1. The feasibility of a special forward-detectors trigger
stream, with Level-1 and HLT output target rates of O(1) kHz and O(1) Hz respectively, will
be discussed in detail in the Volume 2 of the Physics TDR, along with the potential of the
already foreseen CMS Level-1 trigger streams. The aim is to be able to select events in which
the interaction is mediated by the exchange of the vacuum quantum numbers – yielding
large rapidity gaps in the final-state hadron activity as well as final-state protons carrying a
large fraction of the incoming beam momentum.

The forward-detectors trigger stream combines the information of the central CMS detector
with that from detectors further downstream of the CMS interaction point (IP), notably the
TOTEM T1 and T2 tracker telescopes as well as the TOTEM Roman Pot detectors up to 220 m
downstream of CMS [212]. Information from TOTEM will be available to the CMS Level-1
trigger. We also consider the detectors at a distance of 420 m, in the cryogenic region of the
LHC ring, currently being studied by the FP420 project [213]. Additional information from
detectors in the forward region will be available from CMS, namely CASTOR and the ZDC,
discussed in the previous sections, but this information was not used here.

The advantages of a trigger stream that combines CMS and TOTEM quantities include:

• Thresholds can be used for the quantities measured by the central CMS detector
that are substantially lower than in conditions based on CMS alone. This is crucial
for retaining central exclusive and diffractive events in the Level-1 trigger, since

1This section gives a brief overview of results from a common study performed by CMS and TOTEM
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these events typically have energy depositions below the standard Level-1 trigger
thresholds.

• The TOTEM T1 and T2 tracker telescopes can be used to veto events with activity
within their rapidity range; this is important to implement a large-rapidity gap
selection in the trigger.

• At the HLT, a powerful selection condition for central exclusive events is provided
by the kinematic correlation between the missing mass evaluated from the protons
momenta and the mass measured in the central CMS detector.

• The TOTEM tracker telescopes T1 and T2 can also be used in a minimum bias
trigger. This trigger would be fully independent of the central CMS detector and
hence would be ideal for cross-calibration purposes. In addition, since T1 and T2
provide track information, they could trigger events that depose too little trans-
verse energy in the CMS calorimeters to pass the calorimeter noise thresholds.

Central exclusive production of a Higgs with mass close to the current exclusion limit is a
prime example of a reaction that the forward trigger stream can retain: a Standard Model
Higgs with 120 GeV/c2 mass decays preferably into two b-quarks. The relatively low trans-
verse momenta of the resulting 2 jets necessitate Level-1 jet ET thresholds as low as 40 GeV.
Thresholds that low would result in a Level-1 trigger rate of more than 50 kHz, due to the
QCD background, essentially saturating the available output bandwidth.

The output rate of a dijet Level-1 trigger condition with thresholds of 40 GeV per jet can
be kept at an acceptable level of order 1 kHz, in the absence of pile-up, by either using the
TOTEM T1 and T2 detectors as vetoes or by requiring that a proton be seen in the TOTEM
RP detectors at 220 m on one side of the IP. This gives a sufficient reduction of the QCD
background event rate. At higher luminosities, up to L = 2 × 1033 cm−2 s−1, where pile-up
is present, it is necessary to combine the single-sided 220 m condition with conditions based
on event topology and on HT, the scalar sum of all Level-1 jet ET values; it is also necessary
to impose a ξ cut at Level-1 — an option actively being pursued by the TOTEM collaboration
at the time of writing. For a detailed discussion, the reader is referred to [225]. These Level-
1 trigger conditions result in signal efficiencies of about 15%. This is a substantial increase
with respect to the approximatley 10% efficiency achievable by selecting events with a muon
in the final state (i.e. exploiting the relatively muon-rich final state of b decays), the only
condition possible within the given bandwidth limits if using CMS alone.
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Luminosity Measurement

8.1 Introduction and overview

8.1.1 Relevant definitions

Instantaneous luminosity is defined in the usual way as

R = Lσ (8.1)

where R is the observed event rate for a process with cross section σ. Integrated luminosity
will be denoted by L. We define interactions to be inelastic proton-proton collisions (hard-
core and diffractive scatterings) leading to significant energy depositions in the main parts
of the CMS detector. When running at design luminosity, there will in be (≈ 25) interactions
for each bunch crossing (BX).

8.1.2 Goals and requirements

The luminosity measurement is used to monitor the LHC’s performance in real time and
to provide an overall normalization for physics analyses. The design goal for the real time
measurement is to determine the average luminosity with a 1% statistical accuracy in 0.1 s.
For offline analyses, the design goal is a systematic accuracy of 5%, although every reason-
able effort will be made to produce a more accurate result. Both of these requirements must
be met over a very large range of luminosities, extending from roughly 1028 cm−2 s−1 to
1034 cm−2 s−1 and possibly beyond.

In addition to providing average luminosity measurements in real time and integrated lu-
minosity values for offline analyses, the luminosity system will produce bunch-by-bunch
luminosities useful for accelerator diagnostics and potentially also for accurate modeling of
underlying event backgrounds.1

Other important and desirable features of the luminosity system include a capability for
“always on” operation and a bookkeeping system that is robust and easy to use. Always-on
operation means that luminosity information should be available for real-time monitoring of
the LHC, whether or not the main CMS DAQ is operational. The bookkeeping system should
be such that corrections to the luminosity information can readily be made (for example if
more accurate values are obtained through offline analysis). Moreover, users carrying out
physics analyses should be able to determine the luminosity corresponding to their samples
in a straightforward way.

1If the bunch-to-bunch variations in the luminosity are large, the underlying event backgrounds are no longer
accurately described by simple Poisson statistics.
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8.1.3 General strategy

The normalization of physics analyses will ultimately depend on careful measurements of
known cross sections such as the pp total cross section or the production rates forW s and Zs.

Since the precision pp total cross section measurement can only be done atL = 1028 cm−2 s−1

(see Section 8.4.1 below) and requires a special configuration of the machine optics, it is not
suitable for real-time monitoring. Measurement of the production rate for vector bosons can
be done at all luminosities, but requires that all elements of the detector be operating and
well understood. Moreover, the statistical accuracy of this method will fall well short of
what is required to meet the 1% in 0.1 s goal.

The real time monitoring function must therefore be based on the measurement of high cross
sections using comparatively simple hardware. These measurements will not only provide
real time information during detector operations, but will also be used to “interpolate” be-
tween precision measurements to provide statistically precise luminosity information for
small samples.

Multiple techniques capable of providing suitable luminosity information in real time have
been identified. One technique employs signals from the forward hadron calorimeter (HF)
while another, called the Pixel Luminosity Telescope (PLT), uses a set of purpose-built parti-
cle tracking telescopes based on single-crystal diamond pixel detectors. At this writing, the
PLT has not been formally approved, but is under study. Yet another, which is being pur-
sued by the LHC machine group, employs a Fast Ionization Calorimeters (FICs) positioned
at±140 m from the IP, at the point of transition between a single and a combined beam pipe.
The FICs measure the flux of 0◦ ≈TeV-scale neutrons that are produced in pp collisions.

The HF and PLT techniques, which will be an important focus of this chapter, provide com-
plementary information, which will afford a redundant measure of the luminosity. Since it
is based on simple counting, the PLT is expected to provided excellent linearity over a wide
range of luminosities. It is, however, potentially subject to saturation at the highest lumi-
nosities. The HF presents more of a challenge in terms of linearity, but should continue to
provide meaningful information at luminosities well beyond the LHC design luminosity.

In addition to these primary systems, we envisage a number of other luminosity measure-
ments that can be derived from CMS components whose main function is something other
than determining the luminosity. For example, the global calorimeter trigger may be capable
of providing real-time luminosity information. Similarly, the main pixel detector can be used
offline to count primary interaction vertices, which should provide a redundant cross check
on other methods.

8.2 LHC beam parameters
The bunch crossing rate at the LHC is 40.08 MHz. An orbit of the machine comprises 3564
bunches, 2808 of which have real collisions when running at design luminosity. The time
for a single orbit is 89.92 µs. An important secondary function of the luminosity system
is to measure the bunch-by-bunch luminosity and to confirm that collisions are restricted
to the proper bunches. Assuming an inelastic and diffractive interaction cross section2 of

2If one includes elastic scattering, the total cross section is expected to be about 110 mb.
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σ = 80 mb, and an effective bunch crossing rate of fBX = (2808/3564)×40 MHz, the number
of interactions per bunch crossing will be

µ =
σL
fBX

' 25 (8.2)

at L = 1034 cm−2 s−1. Techniques for measuring the luminosity must therefore be able to
contend with many overlapping interactions.

8.3 Online techniques

8.3.1 HF

8.3.1.1 Description

The forward hadron calorimeter, or HF, covers the pseudorapidity 3 < |η| < 5 and is de-
scribed in more detail in Chapter 5. It consists of quartz fibres embedded in a steel matrix.
The signals from the HF result from Cherenkov light emitted in the fibres in response to
charged particles. The fibres are viewed by phototubes situated on the downstream face.
Since most of the visible energy is carried by relativistic particles—i.e., electrons—the calori-
meter is most sensitive to the electromagnetic component of the hadronic showers. Thus the
measured transverse shower size is determined by the Moliere radius rather than the nuclear
interaction length.

Each HF endcap is divided into 36 segments in azimuth and 12 segments in η—i.e., each
physical tower subtends an angular region of ∆η × ∆φ ≈ 0.175 × 0.175. In addition, crude
longitudinal segmentation is achieved through the use of long fibres that run from the front
face of the HF to the phototube readout at the back end and short fibres that cover only the
rear part of the modules. The HF-based luminosity measurement to be described is based
solely on the long fibres. For incident electrons, the light yield is 0.25 p.e./GeV.

Signals from the HF PMTs are digitized on a bunch-by-bunch basis using QIE chips, which
employ a nonlinear scale to achieve a large dynamic range. The QIE outputs are routed to
a set of 18 HCAL Trigger and Readout (HTR) boards, each of which services 48 HF physical
towers.

8.3.1.2 Technique

8.3.1.2.1 Concept Two methods for extracting a real-time luminosity signal from the
HF have been studied. The first is based on “zero counting.” The number of interactions, n,
in a given bunch crossing is distributed according to Poisson statistics

p(n;µ) = µn e
−µ

n!
(8.3)

where µ is the mean number of interactions, given by Eq. 8.2 above. At very low luminosities
µ is much less than 1 and is approximately equal to the fraction of bunch crossings that
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Figure 8.1: ET spectrum of single interactions in the HF. Most events lie in the region ET >
1 GeV.

contain interactions. Determining this fraction is relatively straightforward using the HF,
since nearly all interactions produce summed ET signals well above the noise—see Fig. 8.1.

Even at a luminosity that is only 10% of design, the mean number of interactions per bunch
crossing is ≈ 2.5, meaning that ≈ 70% of bunch crossings have 2 or more interactions. Since
one cannot reliably distinguish between single and multiple interactions, it is not possible
to count interactions in a straightforward way. Fig. 8.1 does, however, show that in a large
fraction of cases, one can distinguish between zero and one or more interactions. The mean
number of interactions can thus be determined by inverting Eq. 8.3 to obtain

µ = − ln p(0), (8.4)

which is known as “zero counting.”

In principle, Eq. 8.4 can be used to infer µ at arbitrarily large luminosities, but for µ� 1, the
fraction of zeroes becomes very small, a condition here referred to as “zero starvation.” We
anticipate that well before a zero-counting method succumbs to a loss of statistical power
associated with zero starvation, its systematic uncertainties will become unmanagable. We
have thus adopted the rule of thumb that the fraction of zeroes should be at least 1%, corre-
sponding to an upper limit on µ of 4.6. Thus, the totalET signal from the HF will not provide
a useful luminosity signal at L = 1034 cm−2 s−1. If, however, a single ∆φ×∆η = 0.175×0.175
physical tower is used, even at design luminosity the mean number of hits above threshold
(ET ≈ 0.1 GeV) is roughly µ ≈ 1, and zero counting is a viable method. Since the occupan-
cies of all HF physical towers are roughly the same, the statistical power of the technique can
be increased by averaging the results from all such towers. In effect, one makes 864 (quasi)
independent measurements each bunch crossing.

A second method exploits the linear relationship between the total ET deposited in the HF
and the number of interactions and thus the luminosity. Since the HF is very far forward,
the maximum ET is kinematically limited to a few hundred GeV, which explains the sharp
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upper edge in ET visible in Fig. 8.1. This suppresses the large statistical fluctuations that can
accompany unbounded power-law distributions.

8.3.1.2.2 Hardware implementation Since the HF and its readout is already part of the
CMS baseline design, only a small amount of extra hardware is needed to derive a luminosity
signal from it. In particular, a “mezzanine board,” called the HF Luminosity Transmitter
(HLX) card mounted in each of the 18 HTR boards is used to collect and reduce the HF QIE
data for transmission via 100 Mbps ethernet to a router, which further concentrates the data
to a single stream that is passed to a dedicated luminosity computer. This is shown in block
diagram form in Fig. 8.2.
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Figure 8.2: Block diagram of the HF luminosity readout.

The HLX boards have the same footprint and form factor as the Synchronization and Link
Boards (SLBs) that provide an interface between the ECAL and HCAL readouts and the
Regional Calorimeter Trigger system. Each HLX site is connected to the 2 main HTR FPGAs
by 36 lines per FPGA. These lines can be driven at up to an 80 MHz cycle rate. At 80 MHz, 1
line must be reserved for framing, effectively leaving 70 bits of data available to describe the
state of the 24 HF channels.

Two bits of status information encode the following four possible states for each tower: dis-
abled, enabled-below-threshold, over-threshold-1, over-threshold-2. Inside the HLX, this
input will be used to create 4 histograms. Each histogram will have 3564 bins, one for each
bunch in the orbit. Each bin will be 2 bytes, so the total data size for a set of histograms is
28 512 bytes. An additional 14 bits will be allocated to a running ET sum, which will be used
to implement the second method described above.

The baseline design is to add the results from all 48 channels into a single set of histograms
(effectively summing the number of zeroes across all channels in a module) the histograms
would take at least 216 ÷ 48 = 1365, orbits or about 120 ms to overflow (in the worst case,
48 zeroes are accumulated during every bunch crossing). Leaving a safety margin, we will
transmit the data to the router at 10 Hz.

8.3.1.3 Expected performance

The zero-counting method has been simulated using a sample of PYTHIA [46] minimum bias
interactions. The response of the HF was simulated using OSCAR (Section 2.5), which is based
on GEANT4 [31]. The output of OSCAR was analysed using a simple ORCA module that read
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hit data from the OSCAR output and produced an ntuple that was analyzed using a ROOT
script.

Bunch crossings for a given luminosity are simulated by drawing a number of interactions
according to Eq. (8.3). The energy depositions (expressed in photoelectron units) for the
next n interactions are then overlaid in an array where each element corresponds to 1 of the
864 physical towers in the HF. These “energy sums” are then smeared to take into account
the statistics at the first dynode, scaled by the PMT gain, smeared again by the electronic
noise at the QIE input, and quantized according to the QIE ADC calibration. In a final step,
the energy values thus obtained are converted to ET values. The sin θ values used in this
conversion range from 0.016 to 0.10 for |η| = 5 and |η| = 3, respectively.

The sum for each physical tower is then compared to a threshold of 6 ADC counts, which
corresponds to 2 photoelectrons, or about 8 GeV of incident energy. This translates to an ET

ranging from 0.13 GeV for the innermost ring of the HF that is used to ET = 0.75 GeV for
the outermost ring.

The zero fraction was computed using

p(0) =
#zeroes

# of opportunities
=
∑

# of towers with ET < Ethresh

792×NBX
(8.5)

where 2× 11× 36 = 792 is the number of towers in the forward and backward HFs and the
sum extends over all towers and all bunch crossing, except for the innermost and outmost
rings. The value of p(n) thus obtained is then converted to a mean tower occupancy (µ) using
Eq. (8.4).

In the ideal case, the resulting value of µ should be proportional to the luminosity over a
wide range. Fig. 8.3 shows that this is indeed the case. The upper panel shows the observed
value of µ plotted as a function of input luminosity. The straight line plotted with the points
is not a fit, but rather is chosen to go through the origin and the observed value of µ at
L = 1034 cm−2 s−1. In the lower panel, the same data are plotted, but in this case the points
represent the fractional deviation from the average response.

A slight sub-linearity associated with zero starvation is observed at the highest luminosities.
The seemingly simple expedient of raising theET threshold results in more zeroes, but intro-
duces a superlinearity of different origin. In particular, for thresholds that are too high, the
probability of 2 low-energy depositions conspiring to exceed the threshold competes with
that for a single large deposition. Since the former mechanism scales with the luminosity
squared, a nonlinearity results.

Additional runs of the Monte Carlo show that acceptable linearity is obtained with thresh-
olds between 3 and 8 ADC counts. Although this is a workable range, and it is in principle
possible to correct for nonlinearities, any such correction would be Monte Carlo dependent.
It is thus desirable to employ alternative algorithms as a cross check. To that end, we have
studied the use of a simple linear sum over scalar ET.

Fourteen-bit ET values from the HTR boards with a least count of 0.0625 GeV3 are summed
on a bunch-by-bunch basis. Since the scalar ET deposited in the HF is proportional to the
number of interactions, the average ET per bunch is proportional to the luminosity. Fig. 8.4
shows that good linearity is achieved over the full range of luminosities.

3This least count value, which is 4 times smaller than that used elsewhere in the trigger, is required to avoid
nonlinearities in the 〈ET〉/BX vs. luminosity function.
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Figure 8.3: Linearity test of HF zero-counting technique. The upper panel shows the mean
physical-tower occupancy inferred from counting the number of zeroes vs. the luminosity
expressed in units of the LHC design luminosity of L = 1034 cm−2 s−1. The lower panel
shows the same data plotted relative to what is expected for a linear response. See text for
additional details.
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Figure 8.4: Linearity test of the HF ET sum technique. The upper panel shows the average
ET per bunch crossing vs. the luminosity expressed in units of the LHC design luminosity of
L = 1034 cm−2 s−1. The lower panel shows the same data plotted relative to what is expected
for a linear response. See text for additional details.
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8.3.2 Pixel Luminosity Telescope

8.3.2.1 Description

The Pixel Luminosity Telescope (PLT) is a proposed, dedicated device for luminosity mea-
surement that is currently under consideration by CMS. The PLT is designed to make fast,
stable and precise determinations of the bunch-by-bunch luminosity and of the location of
the interaction point centroid. It is comprised of arrays of small-angle telescopes located
on either side of the interaction region. Each telescope consists of 3 planes of single crystal
diamond sensors bump-bonded to a CMS pixel readout chip. For each bunch crossing, the
number of particles traversing the telescope arrays is determined by forming a coincidence
of the 3 planes in each telescope from fast out signals provided by the pixel readout chip.

The PLT has an array of 8 telescopes uniformly distributed in φ on each side of the interaction
region. Each telescope consists of 3 equally-spaced sensor planes. The sensitive area of each
plane, 8×8 mm2, is determined by the active area of the pixel readout chip. In order to
maximize the solid angle acceptance, the telescopes are placed as close to the interaction
region as possible. They will be located in z between 1.65 m and 1.85 m with 10 cm spacing
between sensor planes. Radially, they with be located 10 mm from the beam pipe with the
sensor planes at z = 1.65 m located between r = 41 mm and r = 49 mm. The telescopes
will be projective at an angle of 1.56◦ to the interaction point corresponding to a rapidity of
η = 4.3. Figure 8.5 shows the location of a PLT array. The minimum z location is determined
by the beam pipe support rods and collar at z = 1.6 m. The PLT will be located outside of
this so that the telescopes can be installed and serviced without the necessity of removing
the beampipe support.

luminosity

telescopes

pixel detector 

support frame
IP

Figure 8.5: Location of a PLT array within CMS.

Each telescope plane consists of a sensor configured with a pixel pattern electrode and bump
bonded to the CMS pixel readout chip. The reason for using pixels is to reduce the capac-
itance of each channel and, thereby, the inherent serial noise that otherwise would make
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readout of the sensor in the bunch crossing time of 25 ns prohibitive. With a pixellated sen-
sor the per channel capacitance is reduced by several orders of magnitude and such that the
signal-to-noise ratio will be greater than 20:1 for 25 ns readout. The CMS readout chip [226]
provides a fast out signal for each bunch crossing with an output level corresponding to the
number of double columns with hit pixels. These signals, 1 for for each telescope plane,
will be sent over standard CMS optical fibre analogue links to the electronics room where a
three-fold coincidence for each telescope will be determined.

Counting of the fast three-fold coincidence signals constitutes the primary measurement of
the bunch-by-bunch luminosity. In addition, since the sensors will be bonded to pixel read-
out chips, the full pixel information with column and row addresses and pulse height of the
hit pixels can also be obtained. The full pixel readout of a group of several chips requires 1
to 2 µs and cannot be obtained for every bunch crossing but can be readout for every CMS
L1A trigger, approximately a 30 kHz rate. This less frequent but more detailed information
will allow full examination of the telescope hit patterns. Any anomalies seen in the fast co-
incidence signal data can be investigated and, with tracking information, the location of any
“hot” sources of particles, e.g., beam halo impacting the beam pipe, can be determined. Fur-
thermore, this tracking capability will allow the interaction point centroid to be determined.
Since the entire readout and control chain from detector to the VME flash ADC module will
be essentially identical to that for the CMS pixel detector, this capability can be obtained with
modest additional cost or effort.

Single crystal Chemical Vapor Deposited (CVD) diamond [227] is used for the sensor mate-
rial because of its superiority to silicon in terms of radiation hardness and its lack of need
for cooling. Since they are located at a small angle, the charged particle fluence on the tele-
scopes will be large, a few ×1014 cm−2 per year at full design luminosity, comparable to that
of the inner layer of the barrel pixel detector. Measurements of CVD diamond[228, 229] in-
dicate that the diamond signal amplitude decreases by at most 20% to 30% with no increase
in leakage current at fluences of 2 × 1015 cm−2 equivalent to several years at full LHC lu-
minosity. Another decisive advantage of diamond over silicon is the lack of a need to cool
the diamond sensors. Unlike silicon, that must be cooled to −5◦ to −10◦ C in order to main-
tain operation at high radiation, diamond performs well and maintains negligible leakage
current at room temperature and above.

Single crystal CVD diamond has a narrow Landau pulse height distribution that is well sep-
arated from zero as seen in figure 8.6 which shows the signal pulse height distribution mea-
sured for 90Sr β particles incident on a single crystal diamond sensor of 480 µm thickness.
The average pulse height for this diamond corresponds to a collected signal of 18 100 elec-
trons, well above the noise level for pixel electronics. Because of the large separation from
zero, the single crystal diamond sensors will have an essentially 100% detection efficiency.
This is important in order to ensure that the efficiency is well determined and is stable as
required for a high precision luminosity measurement. For the PLT, the diamond sensor
thickness will be 400 µm yielding an average signal of 15 100 electrons for a normally inci-
dent minimum ionizing particle.

8.3.2.2 Expected performance

The primary function of the PLT is to provide a prompt and precise determination of the
relative bunch-by-bunch luminosity. In addition to providing a real time measurement of the
relative luminosity, this measurement when calibrated with an absolute measurement of the
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Figure 8.6: Response of a 480 µm thick single crystal CVD diamond to 90Sr β’s. The pedestals
events are due to particles that fired the trigger scintillator but that missed the diamond
sensor.

luminosity as obtained by TOTEM or by W and Z production will provide a high precision
measurement of the absolute luminosity. The PLT also provides a real time determination
of the relative location of the interaction point centroid. It will also be able to detect and
quantify the particle fluxes due to beam halo and hot spots along the beam pipe. Simulations
of the PLT detector have been made to determine: the rates of particle tracks expected in
the telescopes, the backgrounds expected from particle interactions in the beam pipe and
other CMS components, the uniformity of acceptance around the interaction point region,
the resolution achievable on the interaction point centroid from particle track extrapolation
and the ability to detect beam pipe hot spots and beam halo.

The particle rates from minimum bias interactions in the PLT were simulated using PYTHIA

(version 6.227). With the CMS magnetic field on but without the beam pipe or other CMS de-
tector components, the number of three-fold coincidences per telescope per bunch crossing
is 0.043 at a luminosity of 1033 cm−2s−1, 10% of design luminosity. These coincidences arise
from tracks originating from the pp interaction. With a total of 16 telescopes, the net particle
detection rate will be 0.69 per bunch crossing at 1033 cm−2s−1 luminosity. With this rate, the
relative luminosity of each of the 2835 filled bunch crossings within an orbit can be deter-
mined to a precision of 1.1% every second (about 104 orbits). When the beam pipe and other
CMS components are included in the simulation, the three-fold coincidence rate increases
by about 10% to 0.048 per bunch crossing. This increase is due almost entirely to photons
that interact in the beam pipe at around z = 1.0 m. These are photons from the decay of
π0’s produced in the pp interactions that are directed at the solid angle of a telescope. When
traversing the beam pipe at a 1.5◦ angle, these photons see about 3.0 cm of beryllium cor-
responding to 8.5% of a radiation length and some are converted. The increased three-fold
coincidence is, thus, due to pp production and will therefore scale with the luminosity.

In order for the luminosity measurement to be precise and stable it is important for the ac-
ceptance of the telescope array to be uniform over the interaction region. The luminosity
measurement will then be insensitive to any small movement of the interaction point cen-
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troid. The acceptance was determined by shifting the interaction point in r, and z and de-
termining the rate of the three-fold coincidences observed at each location. These rates were
then normalized to the rate obtained wsith the interactiion point at r = 0, z = 0. Fig. 8.7
shows this normalized rate as a function of r and z. The z-projection at r = 0 is shown in
Fig. 8.8. The acceptance is flat to 1% out to ± 320 mm. The r-projections at z = 0 are shown
in Figs. 8.9 a) and b) for the cases in which the interaction point is offset in a radial direction
toward 1 of the 8 telescopes and in a radial direction exactly between 2 of the telescopes,
respectively. The acceptance is 1% flat out to r = 12 mm, in the former, and to r = 8 mm, in
the latter.

Figure 8.7: Track acceptance as a function of the position of the interaction point normalized
to r = 0, z = 0.
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Figure 8.8: Track acceptance as a function of z at r = 0.

Another important function of the PLT is to determine the relative location of the interac-
tion point centroid and to monitor any possible drifts on the time scale of a second. For this
measurement, the addresses and pulse heights of those pixels above threshold, recorded for



8.3. Online techniques 327

mm
0 5 10 15 20 25

a
c
c
e
p
ta
n
c
e

75

80

85

90

95

100
a)

mm
0 5 10 15 20 25

a
c
c
e
p
ta
n
c
e

75

80

85

90

95

100

b)

Figure 8.9: Track acceptance as a function of r at z = 0 for a) r in direction of 1 of the
telescopes and b) r exactly between 2 of the telecopes.

every CMS Level 1 trigger, will be used. Extrapolation of tracks to the interaction point will
be affected by the bending of the particles in the 4 T magnetic field. For a given telescope, the
effect of this curvature will be smallest in the plane determined by z and the radial direction
of the telescope and will be an order of magnitude larger in the plane determined by z and
the radial direction orthogonal to the telescope. For example, for the telescope at φ = 0 the
sagitta in the x-z plane is about 1 µm while the sagitta in the y-z plane is about 20 µm for a
10 GeV/c particle. Since the sensor planes will be essentially perpendicular to the particle
tracks, there will be little charge sharing among pixels and the hit spatial resolution will be
the digital resolution of 30 to 40 µm set by the pixel size of 100×150 µm 2. Since even for low
momentum, 10 GeV/c, tracks the sagitta is too small to be determined with the spatial reso-
lution of the telescope, the tracks will be linearly extrapolated to the interaction point. Due
to the variation of curvature with momentum and the longitudinal spread of the breams, the
extrapolation point of the tracks will be smeared. Fig. 8.10 shows the extrapolation resolution
in the radial direction. It has a fit standard deviation of σ = 2.4 mm. The longitudinal spread
of the beam, σ = 7.5 cm, is the dominant contribution to the width of this distribution. For
a 30 kHz trigger rate, more than 103 tracks will be recorded within 1 second at a luminosity
of 1033 cm−2 s−1. Four telescopes, 2 on each side of interaction region, will be used in the
measurement of the x (y) interaction point location. This will allow determination of the
transverse location of the interaction centroid to 35 µm in both x and y.

Because of the shallow track angle, approximately 1.5◦, the RMS of the extrapolated distri-
bution in z is 8.8 cm, 40 times greater than for the transverse distribution and comparable to
the spread due to the longitudinal bunch length RMS of 7.5 cm. Using all 16 telescopes, the
z interaction point centroid can be located to a precision of 720 µm within 1 second again at
a luminosity of 1033 cm−2 s−1.

For beam diagnostic purposes, the PLT has been designed to be sensitive to beam halo. With
a 20 cm total length for the telescope, there is a 32% overlap of the first and last telescope
planes for horizontal tracks making the telescopes sensitive to beam halo tracks. Their frac-
tion can be determined by measuring the fraction of horizontal tracks seen in the full pixel
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Figure 8.10: Transverse distribution of tracks linearly extrapolated to z = 0.

data. These beam halo tracks will contribute to the three-fold fast coincidence measurement
but once their fraction is determined in the pixel readout data they can be subtracted. The
pixel readout chip has the capability of allowing individual pixels to be masked removing
them from both the pixel readout and from the fast out signal. If it is discovered that the
fraction of beam halo tracks is large and compromises the luminosity measurement, the ac-
ceptance for horizontal tracks can be reduced by masking out appropriate pixels.

In summary, on a time scale of 1 second at a luminosity of 1033 cm−2 s−1, 10% of design, the
PLT will perform the following.

• Determine the bunch-by-bunch luminosity to a precision of 1.1%.

• Determine the transverse interaction point centroid to a precision of 35 µm.

• Determine the longitudinal interaction point centroid to a precision of 720 µm.

• Locate possible beam pipe hot spots within ±1.5 m of the interaction point.

• Monitor the amount of beam halo.

8.4 Offline and normalization techniques

8.4.1 TOTEM

The TOTEM experiment [199, 212], further described in Chapter 7, will measure the total pp
cross section and study elastic and diffractive processes at the LHC. Elements of TOTEM will
be situated in the far forward regions of CMS. Of particular relevance to the CMS luminosity
determination will be a precision (≈ 1%) measurement of the total pp cross section using the
so-called luminosity independent method. This approach uses the optical theorem, which
holds that the total cross section can be related to the elastic cross section extrapolated to
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t = 0 via the relation

σtot =
16π

(1 + ρ2)
(dNel/dt)t=0

Nel +Ninel
, (8.6)

where ρ is the ratio of the real to the imaginary part of the forward scattering amplitude. The
extrapolation of the elastic cross section to t = 0 will be made using roman pots placed far
(150–200 m) from the IP.

The error on σtot is expected to be of order 1%, coming mainly from the uncertainty in the
inelastic cross section measurement. Since CMS and TOTEM will operate simultaneously, it
will be possible to arrive at an absolute normalization for the real time techniques described
above. However, TOTEM will operate at low luminosity4 with different machine optics,
which will introduce an additional uncertainty in the calibration of the real-time methods at
design luminosity.

8.4.2 W and Z rate measurements

Since the pp total cross section measurement described above can only be carried out at low
luminosity, using it to normalize the luminosity at L = 1034 cm−2 s−1 will involve a sizeable
extrapolation. Moreover, it will not be possible to detect and correct possible long-term drifts
in the normalization constants for these systems. For these reasons, it will be useful to have
a normalization technique that is based on production data taking.

The production rate for W s and Zs provides just such a “standard candle.” Moreover, the
rates are high enough5 such that datasets of only several minutes can be normalized with
good statistical accuracy, even when realistic trigger and reconstruction efficiencies are taken
into account.

The main challenge will be to control the uncertainties associated with theoretical estimates
of the cross section and the modeling of the detector acceptance. Frixione and Mangano have
argued that uncertainties associated with the interplay between detector acceptance and the
parton density functions (PDFs) can be controlled at the few percent level [230]. Moreover,
since PDFs are needed to relate parton-level cross sections to the cross sections actually ob-
served in pp collisions, uncertainties in the PDFs represent an irreducible uncertainty in many
comparisons between theory and experiment, even if the pp cross sections are perfectly mea-
sured. Indeed Dittmar, Pauss, and Zürcher have argued that rapidity distributions in W
and Z production can be used to determine the x distributions and consequently the corre-
sponding “parton luminosity,” and that this raises the possibility of ≈ ±1% accuracy in the
determination of certain parton-parton cross sections[231].

8.5 Sources of systematic effects
Both HF luminosity measurements involve the raw rate for energy (or hit) depositions. There
is little possibility to carry out event selection, since at design luminosity, each “event” al-
ready represents the superposition of several interactions. This leaves the HF techniques

4For the total cross section measurement, the LHC will operate with 43 bunches at a luminosity of
1028 cm−2s−1, which corresponds to a luminosity per bunch 15 000 times lower than design.

5At design luminosity, the raw rate for Z → `+`− is 30 Hz.



330 Chapter 8. Luminosity Measurement

vulnerable to non-pp interaction backgrounds, notably “beam-halo” and beam-gas interac-
tions.

Beam gas interactions are thought to be negligible, but this will depend on the vacuum con-
ditions in the ring and will only be verified through special single-beam runs.

Beam halo in the HF was estimated using a model for beam halo. The resulting background
was found to be negligible (at the 10−5 level) using the default parameters provided in the
model. Beam-halo estimates are, however, notoriously difficult and a quantitative estimate
will require single-beam running.

Although the PLT is also subject to beam-gas and beam-halo backgrounds, by using the
its fine-grain readout capability an estimate of these backgrounds should be possible even
without single-beam operation of the LHC.

8.6 Luminosity monitoring, reporting, and logging
An important design requirement is that the luminosity system must be capable of providing
luminosity information whether or not the main CMS DAQ is operational. To satisfy this
requirement, an autonomous DAQ system will be used to acquire and analyze real time
luminosity information from the HF (via the HLX boards) and the PLT. This system will
serve luminosity information to various consumers—e.g., the LHC control room, a publicly
availably web page, and the database system used to log luminosity information.

A carefully thought out and reliable luminosity database will be an essential element of
the luminosity reporting system. To avoid unneccessary development costs and to facilitate
long-term maintenance, we will use the same database planned for maintaining calibration
constants in CMS. Preliminary discussions with the CMS database group indicate that the
demands of the luminosity system will be modest.

Our current plans call for an approach similar to that employed at the Tevatron, where
runs were broken into small segments of order 1 minute duration6. These run sections are
short enough that the luminosity can be taken to be constant throughout. Moreover, trigger
prescaler factors will be allowed to change only on run segment boundaries. To accommo-
date “on-the-fly” changes, run segments will comprise an integer number of LHC orbits and
will start and end during the abort gap. Scaler and luminosity tallies from the real time
systems will be written for each run segment.

8.6.1 Luminosity accounting

The cross section for a given process, j, is given by

σj =
Nyield

j

εjL0
. (8.7)

where Nyield
j is the number of events selected after background subtraction, εj is the detec-

tion efficiency of the complete selection chain (trigger and offline), and L0 is the integrated

6CDF calls these segments “run sections,” and DØ calls them “luminosity blocks.”
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luminosity, assuming no dead time or prescaler losses. Multiplying and dividing by the
number of Level 1 Accepts (L1As) for the relevant trigger channel, NL1A

j , we obtain

σj =
1

εjL0

Nyield
j

NL1A
j

NL1A
j ≡ 1

εjL0
ρjN

L1A
j (8.8)

where ρj ≡ Nyield
j /NL1A

j is the fraction of L1As that end up in the final event sample. Note
that ρj can be estimated from any unbiased sample of L1As. Thus prescaler and dead time
losses need not be explicitly taken into account, although it would certainly be advisable to
do so as a redundant cross check. Note that since the rejection of events in the high level
trigger (HLT) is not unbiased (there is by design a strong bias against background events),
rejection factors in the HLT must be tracked and logged. Put another way, ρj can be factored
into 2 terms—i.e., ρj = ρHLT

j ρoffline
j —and it is only possible to determine the second term

from the events recorded in mass storage.

Calculating the cross section for any process thus requires knowledge of L0, which will be
determined from: (i) the online monitors, calibrated using the pp total cross section and/or
the yield of W s and Zs; (ii) the raw number of L1As (NL1A

j ), which will be determined by
reading the scalers;7 (iii) ρj determined as outline above; and (iv) εj the trigger and recon-
struction efficiency, which will be determined via the usual Monte Carlo and data based
studies.

The analysis above assumes that just 1 trigger provides acceptance for the process under
study. That assumption simplifies things for purpose of illustration, but is not strictly neces-
sary. The analysis can be extended to multiple triggers with overlapping acceptance.

7In the CMS trigger, the raw number of L1As will be determined from reading the prescale factor, and the
number of counts at the prescaler output. There is potentially another small dead time associated with Level 1
trigger rules, which will be accounted for separately.



Chapter 9

Muons

9.1 Muon reconstruction
The muon reconstruction software is able to perform reconstruction in the muon system and
the silicon tracker. The software has been designed using the concept of regional reconstruction
in order to allow its use in both the offline reconstruction and the High-Level Trigger [8]
(online event selection).

Employing regional reconstruction results in very small parts of the detector actually need-
ing to be reconstructed before a physics object is validated. As an example, the amount of
information needed to reconstruct a muon track in the silicon tracker represents less than a
few per cent of the total tracker data volume. The software does not reconstruct tracks in the
entire tracker, but only in that part which can possibly be involved in the reconstruction of
a charged particle track compatible with the hits in the muon chambers. This results in sav-
ings on the overall CPU power needed to process the events. The method depends strongly
on the identification of a good “seed,” providing initial values of the 5 trajectory parameters
and their errors, that can start the reconstruction with high efficiency and reliability. In the
online environment these seeds are provided by the Level-1 Trigger system [7].

The muon reconstruction algorithm used by the HLT is seeded by the muon candidates
found by the Level-1 muon trigger, including those candidates that did not necessarily lead
to a Level-1 trigger accept. These seeds define a region of interest in the muon system, in
which local reconstruction is performed. For offline reconstruction a different seed-generation
algorithm has been developed, which performs local reconstruction in the entire muon sys-
tem and uses patterns of segments reconstructed in the CSC and/or DT chambers as ini-
tial seeds. Muon reconstruction is performed in 3 stages: local reconstruction (local-pattern
recognition), standalone reconstruction and global reconstruction. Starting from a seed, the
chambers compatible with the seed are identified and local reconstruction is performed only
in these chambers. Standalone muon reconstruction uses only information from the muon
system, while global-muon reconstruction uses also silicon tracker hits. The HLT standalone
and global reconstruction are called Level-2 and Level-3 reconstruction, respectively.

9.1.1 Standalone muon reconstruction

The standalone/Level-2 muon reconstruction uses only data from the muon detectors—the
silicon tracker (Chapter 6) is not used. Both tracking detectors (DT and CSC) and RPCs par-
ticipate in the reconstruction. Despite the coarser spatial resolution, the RPCs complement
the tracking chambers, especially where the geometrical coverage is problematic, mostly in
the barrel-endcap overlap region.

332
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The reconstruction starts with the track segments from the muon chambers obtained by the
local reconstruction (Section 3.5). The state vectors (track position, momentum, and direc-
tion) associated with the segments found in the innermost chambers are used to seed the
muon trajectories, working from inside out, using the Kalman-filter technique [232]. The
predicted state vector at the next measurement surface is compared with existing measure-
ments and updated accordingly. In the barrel DT chambers, reconstructed track segments
are used as measurements in the Kalman-filter procedure. In the endcap CSC chambers,
where the magnetic field is inhomogeneous, the individual reconstructed constituents (three-
dimensional hits) of the segments are used instead. Reconstructed hits from the RPC cham-
bers are also included. A suitable χ2 cut is applied in order to reject bad hits, mostly due
to showering, delta rays and pair production. In case no matching hits (or segments) are
found, e.g. due to detector inefficiencies, geometrical cracks, or hard showering, the search
is continued in the next station. The state is propagated from one station to the next using
the GEANE package [233], which takes into account the muon energy loss in the material, the
effect of multiple scattering, and the nonuniform magnetic field in the muon system. The
track parameters and the corresponding errors are updated at each step. The procedure is it-
erated until the outermost measurement surface of the muon system is reached. A backward
Kalman filter is then applied, working from outside in, and the track parameters are defined
at the innermost muon station. Finally, the track is extrapolated to the nominal interaction
point (defined by the beam-spot size: σxy = 15µm and σz = 5.3 cm) and a vertex-constrained
fit to the track parameters is performed.

9.1.2 Global muon reconstruction

The global/Level-3 muon reconstruction consists in extending the muon trajectories to in-
clude hits in the silicon tracker (silicon strip and silicon pixel detectors). Starting from a stan-
dalone reconstructed muon, the muon trajectory is extrapolated from the innermost muon
station to the outer tracker surface, taking into account the muon energy loss in the material
and the effect of multiple scattering. The GEANE package is currently used for the propa-
gation through the steel, the coil and the calorimeters. Silicon layers [6] compatible with
the muon trajectory are then determined, and a region of interest within them is defined in
which to perform regional track reconstruction. The determination of the region of interest
is based on the track parameters and their corresponding uncertainties of the extrapolated
muon trajectory, obtained with the assumption that the muon originates from the interac-
tion point. The definition of the region of interest has a strong impact on the reconstruction
efficiency, fake rate, and CPU reconstruction time: well measured muons are reconstructed
faster and with higher efficiency than poorly measured ones.

Inside the region of interest, initial candidates for the muon trajectory (regional seeds) are
built from pairs of reconstructed hits. The 2 hits forming a seed must come from 2 different
tracker layers, and all combinations of compatible pixel and double-sided silicon strip layers
are used in order to achieve high efficiency. In addition, a relaxed beam-spot constraint is ap-
plied to track candidates above a given transverse momentum threshold to obtain initial tra-
jectory parameters. Starting from the regional seeds, a track-reconstruction algorithm, based
on the Kalman-filter technique, is used to reconstruct tracks inside the selected region of in-
terest. The track-reconstruction algorithm consists of the following steps: trajectory building
(seeded pattern recognition), trajectory cleaning (resolution of ambiguities) and trajectory
smoothing (final fit). In the first step, the trajectory builder transforms each seed into a set
of trajectories. Starting from the innermost layer, the trajectory is propagated to the next
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tracker reachable layer, and updated with compatible measurements found on that layer. In
the second step, the trajectory cleaner resolves ambiguities between multiple trajectories that
may result from a single seed on the basis of the number of hits and the χ2 of the track fit. In
the final step, all reconstructed tracks are fitted once again, without a beam-spot constraint,
using the hits in the muon chambers from the original standalone reconstruction together
with the hits in the silicon tracker. To resolve possible ambiguities a second cleaning step is
performed which selects the final muon candidates on the basis of a χ2 cut.

The selected trajectories are then refitted excluding measurements (hits or segments) with
high χ2 values in muon stations with high hit occupancy. In addition the trajectories are
refitted using only silicon tracker hits plus hits in the innermost muon station (excluding
RPC hits) and the χ2 probability of the fit is compared with the χ2 probability of the tracker-
only trajectory in order to detect muon bremsstrahlung or any kind of significant energy
loss of the muon before the first muon station. This procedure is important for the accurate
momentum reconstruction of very high-pT (TeV) muons. The precise reconstruction of these
objects is very challenging because of catastrophic energy loss and severe electromagnetic
showers in the muon system.

9.1.3 Performance

9.1.3.1 Ideal detector

This subsection documents the ideal offline reconstruction performance, i.e., without taking
into account effects from misalignment, miscalibration, neutron background or pile-up. Sim-
ulated single-muon samples with both fixed and continuous values of pT (between 10 GeV/c
and 1 TeV/c), and with a flat distribution in η and φ are used for this study. For the dimuon
reconstruction performance studies, the following event samples were used: J/ψ → µ+µ−,
Z → µ+µ−, Z ′ → µ+µ− (with Z ′ masses of 1, 1.5, 3 and 5 TeV/c2) and various Drell-Yan
dimuon samples generated with mass cut-offs from 70 to 1000 GeV/c2.

Figures 9.1a and 9.1b show the reconstruction efficiency as a function of pseudorapidity for
various values of pT. Simulated single-muon samples were used to obtain the results shown
in Figs. 9.1–9.4. The reconstruction efficiency achieved is typically 95–99%, except in the
pseudorapidity regions around |η| = 0.25 and |η| = 0.8 (the regions between 2 DT wheels)
and around |η| = 1.2 (the transition region between the DT and CSC systems), where the
efficiency drops. (Figure 1.6 displays the geometric structure of the muon system.)

Figure 9.2 shows the transverse momentum resolution as a function of pseudorapidity for
muons reconstructed with the standalone reconstruction algorithm (a) and the global recon-
struction algorithm (b). The transverse momentum resolution was obtained by a Gaussian
to the distribution of the quantity

qrec/prec
T − qgen/pgen

T

qgen/pgen
T

, (9.1)

where q is the charge and pgen
T and prec

T are the generated and reconstructed transverse mo-
menta, respectively.

The standalone muon momentum precision is essentially determined by the measurement in
the transverse plane of the muon bending angle at the exit of the 4 T coil, taking the interac-
tion point as the origin of the muon. This measurement is dominated by multiple scattering
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Figure 9.1: Muon reconstruction efficiency as a function of pseudorapidity for various values
of pT. a) Standalone reconstruction (using only hits from the muon system with a vertex
constraint); b) Global reconstruction (using hits from the muon system and the tracker).

in the material before the first muon station up to pT values of 200 GeV/c, when the chamber
spatial resolution starts to dominate. For low-momentum muons, the best momentum res-
olution is given by the resolution obtained in the silicon tracker. Using measurements from
the silicon tracker in addition to the muon system substantially improves the pT-resolution
(a factor of 10) compared to the resolution obtained by the standalone muon reconstruction.
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Figure 9.2: The q/pT resolution for standalone (a) and globally (b) reconstructed muons (com-
bined muon system and silicon tracker) as a function of pseudorapidity.

Figure 9.3 shows a comparison of the momentum resolution obtained from standalone and
global reconstruction as a function of momentum. Two values of η have been chosen to
illustrate the effect in the barrel and the endcap regions.
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Figure 9.3: Resolution of (1/p) versus p for standalone, global and tracker-only reconstruc-
tion. a) Barrel, η = 0.5; b) Endcap, η = 1.5.

In addition to an accurate measurement of its momentum, it is important that a reconstructed
muon has the correct charge assignment. The probability to reconstruct muons with misas-
signed charge is shown in Fig. 9.4 as a function of pseudorapidity for various values of pT for
both standalone and global reconstruction. When the measurements from the silicon tracker
are included, the percentage of misassigned charges for muons with pT = 100 GeV/c is less
than 0.1%.

9.1.3.2 Realistic detector

The muon reconstruction performance, taking into account effects from detector misalign-
ment and event pile-up, is discussed in this Section. Events are produced using the full
detector simulation package (OSCAR), which simulates the particle propagation and inter-
actions through the detector (Section 2.5). A detailed description of the detector geometry,
detector materials, and the magnetic field was used. The effect of pile-up has been taken into
account assuming a luminosity of 2× 1033 cm−2s−1.

Misalignment of muon chambers is introduced using a dedicated software package that pro-
vides the means to modify the simulated measurements after digitization. The package al-
lows different misalignment displacements to be run, using the same set of digitized data.
It also provides a description of 2 predefined misalignment scenarios, called the “First-Data-
Taking Scenario” and the “Long-Term Scenario.” The first one corresponds to the alignment
at the beginning of data taking, while the second one describes the situation when all align-
ment procedures have enough data to obtain a full set of alignment constants. A detailed
description of the alignment scenarios can be found in Section 3.2.2.
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Figure 9.4: Muon charge-misidentification probability as a function of pseudorapidity for a)
standalone and b) global reconstruction.

Figures 9.5, 9.6 and 9.7 show the effect of misalignment for standalone reconstruction. The
effect of misalignment is demonstrated in terms of reconstruction efficiency, transverse mo-
mentum resolution and charge misassignment. The results were obtained using simulated
single-muon samples. Figures 9.8, 9.9 and 9.10 show the same distributions for global muon
reconstruction, using hits from the muon system and the silicon tracker.
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Figure 9.5: Standalone muon reconstruction efficiency as a function of pseudorapidity for
different misalignment scenarios: detector a) perfectly aligned; b) aligned according to the
“First-Data-Taking Scenario;” and c) aligned according to the “Long-Term Scenario.”

Figure 9.11 shows the dimuon reconstruction efficiency for various physics channels assum-
ing different detector misalignment scenarios. The efficiencies shown are offline reconstruc-
tion efficiencies obtained from events having 2 muons within the muon detector acceptance.
No requirement on the charges of the 2 muons was imposed in the reconstruction of these
dimuon resonances. Figure 9.12 displays the corresponding dimuon invariant mass resolu-
tion. Samples of J/ψ → µ+µ− from B0

S → J/ψ φ, Z0 → µ+µ−, Z ′ → µ+µ− and Drell-Yan
events were used to obtain these results.
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Figure 9.6: (q/pT) resolution for standalone reconstructed muons (using only hits from the
muon system with a vertex constraint) as a function of pseudorapidity for different misalign-
ment scenarios: detector a) perfectly aligned; b) aligned according to the First-Data-Taking
Scenario; c) aligned according to the Long-Term Scenario.
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Figure 9.7: Muon charge misidentification probability for standalone reconstruction as
a function of pseudorapidity for different misalignment scenarios: detector a) perfectly
aligned; b) aligned according to the First-Data-Taking Scenario; c) aligned according to the
Long-Term Scenario.

Figure 9.13 shows the reconstructed invariant mass distributions for J/ψ → µ+µ− from
B0

S → J/ψ φ decays for different misalignment scenarios. Figure 9.14 displays the same
distributions for Z ′ → µ+µ− decays, assuming a Z ′ mass of 1 TeV/c2.

9.1.4 Cosmic-ray and beam-halo muon reconstruction

Beam-halo and cosmic-ray muons are 2 sources of particles that do not originate from LHC
collisions but can nevertheless be found in the CMS detector. Whereas beam-halo muons
move predominantly along the beam axis, cosmic-ray muons typically traverse the detector
from top to bottom. While such muons have to be considered as sources of background,
they can be employed for many purposes, for instance alignment, calibration, and the un-
derstanding of trigger and reconstruction efficiencies.
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Figure 9.8: Global muon reconstruction efficiency as a function of pseudorapidity for differ-
ent misalignment scenarios: detector a) perfectly aligned; b) aligned according to the First-
Data-Taking Scenario; c) aligned according to the Long-Term Scenario.
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Figure 9.9: (q/pT) resolution for global reconstructed muons (using only hits from the muon
system with a vertex constraint) as a function of pseudorapidity for different misalignment
scenarios: detector a) perfectly aligned; b) aligned according to the First-Data-Taking Sce-
nario; c) aligned according to the Long-Term Scenario.

9.1.4.1 Event generation and detector simulation

The simulation of beam-halo and cosmic-ray muons, described in detail in [200], is per-
formed in two steps. The muons are first generated with E(µ±) > 10 GeV, and they are
then passed through the CMS detector simulation.

Cosmic-ray muons are generated at the surface of the earth according to measurements de-
scribed in [120], and are then propagated to the surface of the CMS detector, taking into
account the energy loss in the material below the surface of the earth.

Beam-halo muons are generated according to kinematic distributions that have been pro-
vided by the LHC simulation group [234]. It should be stressed that the rates given in [234]
are valid only for one specific set of LHC parameters, which is obsolete now. The absolute
rates given here are thus to be understood as rough estimates. At the entrances of the LHC
tunnel, the muons are passed to the detector simulation, which includes the simulation of
the forward shielding.
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Figure 9.10: Muon charge misidentification probability in global reconstruction as a func-
tion of pseudorapidity for different misalignment scenarios: detector a) perfectly aligned; b)
aligned according to the First-Data-Taking Scenario; c) aligned according to the Long Term
Scenario.
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Figure 9.11: Dimuon reconstruction efficiency for different physics channels:: J/ψ → µ+µ−

from B0
S → J/ψ φ, Z0 → µ+µ− and Z ′ → µ+µ−, and for different misalignment scenar-

ios: detector a) perfectly aligned; b) aligned according to the First-Data-Taking scenario; c)
aligned according to the Long-Term Scenario.

9.1.4.2 Level-1 trigger and standalone reconstruction

Two scenarios are discussed here, a “single-beam run” to study beam-halo muons and a
“cosmic run” for cosmic-ray muons in the CMS cavern. Since an event consists of a single
muon, a Level-1 trigger requirement is sufficient to control the event rate. In order to max-
imize the Level-1 rate, the look-up tables (LUT) for the CSC and DT detectors are widened
as much as possible, which allows the triggering of muons with at least 2 hits and almost no
angular constraint.

Because beam-halo and cosmic-ray muons enter the CMS detector from outside and do not
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Figure 9.12: Dimuon invariant mass resolution for different physics channels: J/ψ → µ+µ−

from B0
S → J/ψ φ, Z0 → µ+µ− and Z ′ → µ+µ−, and for different misalignment scenar-

ios: detector a) perfectly aligned; b) aligned according to the First-Data-Taking Scenario; c)
aligned according to the Long-Term Scenario.
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Figure 9.13: Reconstructed invariant mass distributions for J/ψ → µ+µ− from B0
S → J/ψ φ

decays for different misalignment scenarios: detector a) perfectly aligned; b) aligned accord-
ing to the First-Data-Taking Scenario; c) aligned according to the Long-Term Scenario.

come from the interaction point, the time-of-flight patterns are substantially different from
muons produced in pp collisions. The different timing requires a different synchronization
of the detector. This is done separately for beam-halo and cosmic-ray muons by assigning an
average, constant time-of-flight offset to each muon chamber.

Whereas most of the beam-halo muons are expected to have the same bunch structure as the
proton beam itself, the bunch crossing assignment is rather artificial for the case of cosmic-
ray muons. The Level-1 trigger rate increases by about 16% when the neighbouring bunches
are added to the bunch with the highest rate.

The standalone (SA) muon reconstruction algorithm turns out to be flexible enough to per-



342 Chapter 9. Muons

)2,(GeV/cinvM
500 1000 1500

N
u

m
b

er
 o

f 
en

tr
ie

s

0

100

200

300

400

500

600

700

800 =0.964ev/NrecN
0.0004±=0.0373σ

)2,(GeV/cinvM
500 1000 1500

N
u

m
b

er
 o

f 
en

tr
ie

s

0

20

40

60

80

100

120

140

160

180

200

220 =0.967ev/NrecN
0.0014±=0.1080σ

)2,(GeV/cinvM
500 1000 1500

N
u

m
b

er
 o

f 
en

tr
ie

s

0

50

100

150

200

250

300

350
=0.965ev/NrecN

0.0007±=0.0445σ

Figure 9.14: Reconstructed invariant mass for Z ′ → µ+µ− decays for different misalignment
scenarios: detector a) perfectly aligned; b) aligned according to the First-Data-Taking Sce-
nario; c) aligned according to the Long-Term Scenario.

form well on cosmic-ray muons. For beam-halo muons, the constraint on the pseudorapidity
has to be ignored. At least 3 reconstructed hits are required for all SA muon tracks.

9.1.4.3 Kinematic properties and rate estimates

An important property of both beam-halo and cosmic-ray muons is that, if they are energetic
enough, they can lead to 2 SA muon tracks. Beam-halo muons, as shown in Fig. 9.15, move
almost parallel to the beam axis and lead to tracks in the forward muon detectors. When 2
SA muon tracks come from 1 beam-halo muon, one track is reconstructed on each side of the
detector. This is useful for inter-alignment of the 2 halves of the forward muon chambers.

If only 1 SA muon track is found, it is most probably on the side from which the beam-
halo muon enters the CMS detector. The opposite side is much less populated because
many muons are stopped in the detector material, mainly the iron yoke, the magnet and
the calorimeters, on their way through CMS.

The kinematic properties of cosmic-ray muons are again different, as illustrated in Fig. 9.16.
A cosmic-ray muon typically traverses the CMS detector from top to bottom, and the major-
ity of the tracks are reconstructed in the barrel region.

The majority of tracks are reconstructed in the barrel region. There are more single SA muon
tracks reconstructed on the top than the bottom, due to the energy loss in the detector ma-
terial. Cosmic-ray muons with 2 reconstructed tracks connect the upper half with the lower
half of the CMS detector, including the inner tracker in cases where the muons are central
enough.

In general, events with 2 SA muon tracks are useful for studying trigger and reconstruction
efficiencies, energy loss in the detector material, and alignment on a large scale. Events with
only 1 SA muon track are expected to add precision to the alignment of neighbouring muons
chambers. The number of triggered events of each type are summarized in Table 9.1. It
should be kept in mind that all rates depend on the trigger conditions and the track require-
ments.

In summary, beam-halo and cosmic-ray muons can be triggered and reconstructed with the
CMS muon system. Both sources of muons are useful for studying and understanding the



9.1. Muon reconstruction 343

]° [SAθ 
-80 -60 -40 -20 0 20 40 60 80

°
ra

te
 [H

z]
 p

er
 3

 

0

500

1000

1500

2000

2500

3000

3500

]° [SAθ 
-80 -60 -40 -20 0 20 40 60 80

°
ra

te
 [H

z]
 p

er
 3

 

0

500

1000

1500

2000

2500

3000

3500
 1≥  SA  1 and N≥  L1 N

 2≥ 
 SA 

 1 and N≥  L1 N

 3≥  rec.hit N

Figure 9.15: Rates of SA muon tracks as a function of θSA for beam-halo muons accepted by
the Level-1 trigger. The beam-halo muons come from the−z (−θSA) side and move to the +z
(+θSA) side.

Table 9.1: Event rates for beam-halo and cosmic-ray muons. All rates are for events accepted
by the Level-1 trigger. Events with reconstructed SA muons are divided into 2 categories:
events with exactly 1 SA muon track and events with exactly two SA muon tracks.

event rate Level-1 Level-1 with 1 SA track Level-1 with 2 SA tracks

beam-halo muons 6600 Hz 4300 Hz 1100 Hz

cosmic-ray muons 680 Hz 330 Hz 140 Hz

performance of the detector, especially the muon trigger system. Furthermore, these muons
can help align and calibrate the CMS detector. A comprehensive study with many more
details is given in [119].

9.1.5 Dimuon reconstruction in heavy-ion collisions

The reconstruction of muons in the heavy-ion environment requires specialized algorithms
due to the high hit occupancy in the tracker [235]. In addition, it is important to extend
the detector acceptance to the lowest-pT muons. The relatively low expected luminosity
in heavy-ion collisions allows a less stringent trigger criteria as compared to the pp case
(Section 3.4.7).

The muon tracks in the muon chambers are used to identify hits in the outer tracker that
can form the starting points (seeds) for the matching muon candidate tracks. The initial
momentum value of the muon candidate is taken from the trigger momentum estimation. If
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Figure 9.16: Rates of SA muon tracks as a function of φSA for cosmic-ray muons accepted
by the Level-1 trigger. The maximum rate is at the top of the detector, which corresponds to
φSA = 90◦. The bump around φSA = 270◦ is at the bottom of the CMS detector.

the candidate has both Level-1 and Level-2 momentum estimations, the momentum obtained
by the Level-2 trigger is used. Only hits located within a search window are considered as
seeds.

The track searching and fitting is done in several passes and is performed simultaneously for
both muons forming the dimuon pair. During the first pass, both muon track candidates are
required to have hits in all the outer silicon and pixel layers. For the successful candidates,
a Kalman-fitting procedure is performed inside the tracker volume for both muons of the
pair. Muon candidates that satisfy a χ2 quality criterion are propagated back to the muon
stations and are ordered according to their distance to the muon track segments. For the
surviving pairs, a common vertex is calculated using a Principal Vertex Finder. In the final
step, the pair that has the best quality (the smallest value of χ2

µ1
× χ2

µ2
× χ2

vertex and the
smallest distance to the muon track segments) is chosen. If there are no pairs that satisfy
the above criteria, the propagation pass is repeated, this time allowing one missing tracker
layer for 1 of the muons. The selection procedure is terminated if either a pair is found or all
possible combination of hits with 1 missing layer is considered. The detailed description of
the track-finding procedure is given in [236].

9.2 Muon identification
Standard muon track reconstruction, as described in Section 9.1, starts from the muon sys-
tem and combines standalone reconstructed muon tracks with tracks reconstructed in the
silicon tracker. The muon identification algorithm provides an additional tool for selecting
muon candidates using an inside-out algorithm that is by design complementary to the stan-
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dard muon reconstruction. The algorithm starts with all reconstructed tracks from the silicon
inner tracking detector and attempts to quantify a muon compatibility for each (including
those tracks with no matching standalone tracks in the muon detectors). Muon identification
also takes advantage of information from other detectors not used in reconstruction, such as
associated energy deposits in the calorimeters for determining the compatibility of a given
track with the muon hypothesis. In addition, the algorithm is able to make use of hit in-
formation from individual layers of the muon detectors, even in cases where those hits are
not associated with a reconstructed, standalone muon track. Lower-pT muons, for example,
that range out within the iron yoke before depositing hits in the outer muon detector layers
are difficult to reconstruct with the standalone muon track reconstruction. However, this
class of muons can potentially be identified offline via this algorithm by matching the hits
found in the inner muon detector layers with reconstructed silicon tracks and examining
the associated calorimeter energy deposits to see if they are compatible with those from a
minimum-ionizing particle.

The muon identification algorithm is useful for physics analyses involving event signatures
that contain multiple muons (e.g., H → ZZ∗ → µ+µ−µ+µ−), where the reconstruction con-
ditions can be relaxed for some muons. If the muon identification algorithm is used to iden-
tify one or more of the muons in these channels rather than requiring all muons to be fully
reconstructed, the overall selection efficiency for these events is increased. The muon iden-
tification algorithm can be particularly useful in cases where one has a soft pT spectrum
for the lowest-energy muon in the event since these muons are more likely to range out in
the detector and not be fully reconstructed. Even for event topologies in which all of the
final state muons are fully reconstructed, the information provided by the identification al-
gorithm helps in understanding muon fake rates and solving potential ambiguities at the
analysis level. In addition, the algorithm will be useful during commissioning for picking
out a class of potential, unreconstructed muon candidates for studying and improving the
reconstruction software.

9.2.1 Algorithm

The basic idea of the muon identification algorithm is to extrapolate each reconstructed sil-
icon track outward to its most probable location within each detector of interest (ECAL,
HCAL, HO, muon system). The track extrapolation takes into account the magnetic field
and energy loss via the GEANE software package [233]. The algorithm then searches in a
cone around that most probable location for any signals that might be associated with the
track of interest. The cone sizes used for making these searches are different for each detec-
tor and are parameterized as functions of the pT and η of the silicon track. Optimization of
cone sizes is based on studies of simulated event samples. After collecting the associated
signals from each detector, the algorithm determines a combined compatibility value corre-
sponding to how well the observed signals fit with the hypothesis that the silicon track used
to seed the algorithm is produced by a muon. The assignment of the compatibility value is
somewhat arbitrary and based primarily on studies of various simulated event samples. The
compatibility variable output by the algorithm is constructed so that different physics anal-
yses can make different cuts on the minimum value required to identify muons. In choosing
this threshold, each analysis can independently optimize the trade off between muon selec-
tion efficiency and the background fake rate for muons.
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9.2.1.1 Identification in the calorimeters

The minimum-ionizing signature of muons in the calorimeters can be used to identify recon-
structed tracks produced by muons. The identification algorithm looks for energy deposits
associated with candidate tracks in both the electromagnetic and hadron calorimeters and
compares the observed energies with those expected for a minimum-ionizing particle. In the
central region of the detector (|η| < 1.2), the algorithm also checks if a signal is observed in
the additional outer hadron calorimeter (HO), a scintillator layer located just outside of the
superconducting solenoid in front of the inner muon chambers. Particles that enter this layer,
having passed through the material in the calorimeter modules and magnet, are more likely
to be minimum-ionizing. In addition, any excess energy deposit in cells from sources such
as pile-up events should have less of an effect in the outer layers. There should, therefore,
be a relatively lower probability of misidentification in the outer layers of the calorimeters,
especially in the HO.

The muon identification algorithm extrapolates the seed track to its most likely location
within each calorimeter volume. In the case of the HO layer, the location of the extrapo-
lated track at the innermost muon chambers is used. The algorithm determines the total
energy associated with the track candidate by summing the energies in towers whose cen-
ters are within some distance ∆R =

√
(∆η)2 + (∆φ)2 of the extrapolated track position. The

value of ∆R is optimized separately for each calorimeter to account for differences in tower
granularities and to ensure that a big enough search cone is used to collect all of the energy
associated with muons that either share their energy in adjacent cells or undergo significant
multiple scattering. Optimization of cone sizes is also done independently for 3 separate
bins in track η: barrel (|η| < 0.8), overlap (0.8 < |η| < 1.2), and endcap (|η| > 1.2) to account
for differences in the calorimeter modules used in these regions. In order to avoid collecting
energies not directly associated with the candidate track, the ∆R values used by the algo-
rithm in each region are chosen to be as small as possible. However, they are not so small
that a high collection efficiency for the energies associated with real muon tracks is not main-
tained. For the finely segmented electromagnetic calorimeter modules, studies of simulated
single-muon event samples advocate optimal ∆R values between 0.02 and 0.03 (all energy
deposited in 1 crystal). In the case of the more coarsely segmented hadron calorimeter mod-
ules and the HO scintillator layer, bigger ∆R values between 0.08 and 0.13 are found to be
the optimal choice.

The energy thresholds for observing the minimum-ionizing calorimeter signals are also im-
portant. For the offline algorithm, the single-tower thresholds are made as low as possible
so that the small minimum-ionizing signal can be observed, especially in the case of the sig-
nals from the electromagnetic calorimeter. The minimum-ionizing energy expected to be de-
posited in the crystals is on the order of 300 MeV in the barrel region and 400 MeV in the end-
cap. Due to the fact that a high threshold on the order of 500 MeV is applied during the online
readout of the endcap crystals, it is not always possible to observe the minimum-ionizing sig-
nal in the forward-electromagnetic calorimeter modules. A much lower threshold of about
60 MeV is applied during the online readout of the barrel crystals, which means that there is
a much higher efficiency for observing the minimum-ionizing signal in the central electro-
magnetic calorimeter modules. The difference is illustrated in Fig. 9.17. The top and bottom
figures show the electromagnetic energy returned from the muon identification algorithm for
single pT = 10 GeV/c muon tracks in the barrel and endcap regions of the detector. In the
endcap region, there are a substantial number of cases where the algorithm finds no electro-
magnetic energy associated with the track. For the hadron calorimeter modules, the online
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readout thresholds are well below the threshold of the expected minimum-ionizing signal.
Therefore, an offline single-tower threshold on the order of 700 MeV is applied within the
identification algorithm for forming the hadron calorimeter energy sum. This threshold is
applied to remove potentially noisy towers.
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Figure 9.17: Electromagnetic calorimeter energy associated with single pT = 10 GeV/cmuon
tracks as returned by the muon identification algorithm for the barrel (left) and endcap (right)
regions of the detector. The significant number of zeroes returned for muons in the endcap
region is due to the high online thresholds applied in the readout of the endcap crystals.

Based on the measured energies associated with candidate tracks, the muon identification
algorithm calculates a compatibility value between 0 and 1 that attempts to describe how
consistent these energies are with respect to what one expects for a muon. The compatibility
value is obtained from a three-dimensional likelihood function of the form

PS(x) · PS(y) · PS(z)
PS(x) · PS(y) · PS(z) + PB(x) · PB(y) · PB(z)

, (9.2)

where PS and PB are the signal and background probabilities as functions of the measured
energies in the electromagnetic calorimeter (x), the hadron calorimeter (y), and the HO scin-
tillator layer (z). The signal and background probability distributions are obtained from
simulated samples of single-muons and pions, respectively. Independent distributions are
obtained for the barrel, overlap, and endcap regions of the detector and for different track
pT ranges. Because there is no HO scintillator layer in the endcap region of the detector, the
PS(z) and PB(z) functions for this region are set to one. The resulting compatibility values
for tracks associated with simulated pT = 10 GeV/c single muons and pions are shown in
Fig. 9.18 for the barrel and endcap regions of the detector.

9.2.1.2 Muon detector identification

Reconstructed hit information from the muon detectors can be used to identify muon can-
didates even in cases where the standalone muon reconstruction fails. Low-pT muons, in
particular, can be bent back in the magnetic return field toward the interaction region or
range out in the magnet yoke. In these cases, no hits are produced in the outermost layers of
the muon detectors, and consequently standalone reconstruction is less efficient. Conversely,
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Figure 9.18: Muon compatibility values for tracks in the silicon tracker associated with sim-
ulated pT = 10 GeV/c single muons (solid lines) and pions (dashed lines) in the barrel (left)
and endcap (right) regions of the detector. The compatibility values shown here are based
solely on observed energy deposits in the calorimeters matched with the candidate track.

muon detector hits coming from even a single inner layer that can be associated with a track
reconstructed in the silicon tracker (thereafter simply called a “track”) are potentially helpful
in determining the muon compatibility of that track.

To incorporate muon detector hit information into the muon identification algorithm, tracks
are extrapolated sequentially into each layer of the muon detector. A search road is defined
to look for hits and reconstructed segments within the layer that may be compatible with
the extrapolated trajectory. For each potential matching hit or segment, the algorithm cal-
culates a χ2 measuring the compatibility of the position and direction (for segments) with
those of the extrapolated track at the corresponding muon detector layer. The algorithm de-
fines hits and segments to be associated with the track if the corresponding χ2 is below a
programmable threshold. Using this definition, the algorithm outputs a list of matching hits
and segments for each reconstructed track.

Using this list, the identification algorithm calculates a second muon compatibility value
for each track based solely on muon detector hit information. The weight assigned to a
single matching segment or hit depends on the dimensional content. Drift tube hits, for
example, provide matching information in only 1 dimension. Drift tube chamber segments,
on the other hand, contain matching information in 2 or even 4 dimensions if hits from
all superlayers are incorporated. CSC and RPC hits provide slightly better matching in 2
dimensions, while CSC segments also provide ideal matching in all 4 dimensions. Matching
hits and segments are also weighted by layer. Outer-layer hits and segments are more likely
to be associated with a real muon since more material must be traversed to reach these layers,
while inner-layer hits are more likely to be associated with punch-through of hadrons.

For each track, the algorithm assigns a compatibility value between 0 and 1 based on the
number of matching muon detector segments and hits. The calculation is designed so that
tracks matching to the best possible combination of hits and/or segments in each of the
muon detector layers have a corresponding compatibility value of one. Of course, based on
this definition, tracks with an associated compatibility value near 1 are almost sure to be
globally reconstructed as muons. In the case of muon identification, therefore, cuts on the
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compatibility value designed to recover muon reconstruction inefficiencies will need to be
set well below this maximum value. Details of the algorithm are described in Ref. [237].

Based on the algorithm described above, the muon compatibility value distributions for
tracks associated with simulated pT = 10 GeV/c single muons and pions are shown in
Fig. 9.19 for the barrel and endcap regions of the detector.
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Figure 9.19: Muon compatibility values for tracks associated with simulated pT = 10 GeV/c
single muons (solid lines) and pions (dashed lines) in the barrel (left) and endcap (right)
regions of the detector. The compatibility values shown here are based solely on matched
hits and segments in the muon detectors.

9.2.2 Performance

The performance of the muon identification algorithm was studied on several simulated
event samples. For these studies, a track is considered to be identified as a muon if its asso-
ciated compatibility value based on energy deposits in the calorimeters is above 0.8 and its
associated compatibility value based on hit and segment information in the muon detectors
is greater than 0.4. These cut values are programmable and in general require optimization
for specific algorithm applications. Here, the same cut values are used on several different
types of event samples to provide a baseline overview of algorithm performance. Low-pT

muons are of particular interest since in a significant fraction of cases these muons do not
produce hits in the outer muon detector layers and are therefore more difficult to reconstruct
using the standard standalone algorithm. The algorithm was run on a sample of 50 000 simu-
lated single-muon events. The muons were generated flat in φ and η (from −2.5 to 2.5) with
a single-pT value of 5 GeV/c. The single muons were generated on top of simulated pile-
up events corresponding to a luminosity of 2 × 1033 cm−2 s−1. The efficiency distributions
for both global muon reconstruction and global muon reconstruction plus muon identifica-
tion are shown in Fig. 9.20 (left), as a function of the simulated muon pseudorapidity. For
the events in this sample, the efficiency for reconstructing single, low-pT muons is 68.7%.
Adding muon identification as an additional selection mechanism increases the overall se-
lection efficiency for the muons in this sample by roughly 15% (for a combined efficiency
of 78.6%). The muon identification algorithm was also run on all of the non-muon tracks
in these events to investigate the rate at which the algorithm misidentified these tracks as
muon candidates. The fake rate as a function of track η is shown in Fig. 9.20 (right). Only
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30 out of over 250 000 non-muon tracks in these events are identified as muon candidates by
the algorithm.
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Figure 9.20: Efficiencies for global muon reconstruction (dashed lines) and global muon
reconstruction plus muon identification (solid lines), as a function of pseudorapidity for
pT = 5 GeV/c single muons (left). Fake rate at which non-muon tracks in the same events
are tagged as muon candidates using the muon identification algorithm also as a function
of pseudorapidity (right). The observation of fake rates equal to 0 in the central part of the
detector (|η| < 1.8) is due to insufficient statistics.

The muon identification algorithm was also run on a sample of simulated H → WW →
µ+µ−νν events generated using a Higgs boson mass of 200 GeV/c2. The events include
pile-up events corresponding to a luminosity of 2 × 1033 cm−2 s−1. Due to the low overall
production cross section for this process, observing a signal in the data requires maintain-
ing high event selection efficiency. Since the transverse momentum of the lower-pT muon
is observed to be less than 10 GeV/c in roughly 20% of these events, muon identification
can potentially be a useful tool for increasing the overall selection efficiency in this chan-
nel. Because the algorithm has not yet been optimized for selecting very low-pT muons, this
study is restricted to the subset of events where the pT of both muon candidates is greater
than 5 GeV/c. The distributions in Fig. 9.21 (left) show the selection efficiency for events
in this channel as a function of the simulated pT of the lower-pT muon, using both global
reconstruction and global reconstruction plus muon identification. From these distributions,
a net gain on the order of 5% is observed in the overall selection efficiency incorporating the
muon identification algorithm. The rate at which non-muon tracks in these events are tagged
as muons by the identification algorithm was also measured. The fake rate as a function of
track pT is shown in Fig. 9.21 (right). Out of over 750 000 non-muon tracks in these events,
less than 125 are identified as muon candidates using the algorithm.

Low-pT muons are also produced in the semi-leptonic decays of heavy quarks. The tagging
of muons within jets (soft-lepton tagging) is therefore a useful tool in selecting jets originat-
ing from bottom quark decays (an important requirement for many analyses, and discussed
further in Section 12.2.4). In order to see if the muon identification tool might be useful
in improving the efficiency for soft-lepton tagging in bottom quark jets, the algorithm was
run on a simulated sample of bottom quark jets with generated pT values between 50 and
80 GeV/c2. The events were generated on top of simulated pile-up events corresponding to a
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Figure 9.21: H →WW → µ+µ−νν event selection efficiencies using global muon reconstruc-
tion (dashed lines) and global muon reconstruction plus muon identification (solid lines), as
a function of the pT of the lower-pT muon in the events (left). Fake rate at which non-muon
tracks in the same events are tagged as muon candidates using the muon identification al-
gorithm as a function of track pT (right). The observation of fake rates equal to 0 for the
majority of pT values above 15 GeV/c is due to insufficient statistics.

luminosity of 2×1033 cm−2 s−1. The distributions shown in Fig. 9.22 are efficiency curves for
both global muon reconstruction and global muon reconstruction plus muon identification
for the muons produced in the semi-leptonic decays of the bottom quarks in these events, as
functions of the simulated muon pT and pseudorapidity. The efficiencies shown here are for
muons with a minimum pT of 5 GeV/c. The study is restricted to this range since the muon
identification algorithm has not yet been optimized for selecting very low-pT muons. The
global reconstruction efficiency for these muons is 71% and incorporating the muon identifi-
cation algorithm increases the overall selection efficiency to 84%. To be useful in soft-lepton
tagging, the associated fake rate of the algorithm (the rate at which non-muon tracks within
jets are identified as muons) must also be low since jets originating from both light and
heavy quarks, as well as those from gluons, contain many non-muon tracks. The algorithm
fake rate is studied using a sample of reconstructed pion tracks found within the subset of
bottom quark jets from our simulated sample that contain no prompt muons. The efficiencies
for tagging these pion tracks as muons using global muon reconstruction and global muon
reconstruction plus muon identification are shown in Fig. 9.23 as functions of the simulated
pion pT and pseudorapidity. The measured fake rate at which the pion tracks within bottom
quark jets are globally reconstructed as muons is 0.17%. Adding muon identification as an
additional selection tool, increases the muon fake rate for pion tracks to roughly 0.20%. The
small increase in the observed fake rate indicates that the muon identification tool can be
potentially useful in soft lepton bottom quark tagging.

9.3 Muon isolation

9.3.1 Principles of the muon-isolation algorithms

Muons selected by a transverse-momentum cut in the muon trigger are mostly real muons.
In the momentum range relevant for triggering (pT threshold in the range 10–30 GeV/c), the
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Figure 9.22: Efficiencies for global muon reconstruction (dashed lines) and global muon re-
construction plus muon identification (solid lines) for prompt muons contained within bot-
tom quark jets, as a function of muon pT (left) and pseudorapidity (right).
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Figure 9.23: Fake rates for global muon reconstruction (dashed lines) and global muon re-
construction plus muon identification (solid lines) for pions contained within bottom quark
jets, as a function of pion pT (left) and pseudorapidity (right).
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main sources of muons are from b and c decays. Another important contribution, mostly
for low-pT muons, is given by muonic K and π decays. All of these muons are produced in
(usually soft) jets and are thus accompanied by nearby particles. Only for pT above approxi-
mately 30 GeV/c do muons fromW and Z decays become dominant. Muons fromW,Z, and
other heavy objects are accompanied only by particles from pile-up and by uncorrelated par-
ticles from the underlying event. Muon isolation is a tool to distinguish between the muons
produced in jets and those coming from the decays of heavy objects.

The isolation algorithms that have been developed rely on the comparison of the total en-
ergy deposited in a cone around the muon with a predefined threshold. The deposit can
be transverse energy in a calorimeter or the sum of transverse momenta of reconstructed
charged-particle tracks. The cone axis is chosen according to the muon direction with a pro-
cedure that is tailored to the specific properties of each algorithm. The geometrical definition
of the cone is given by the condition ∆R ≤ ∆RMAX, where ∆R =

√
∆η2 + ∆φ2, with ∆η

and ∆φ being the distances in pseudorapidity and azimuthal angle between the deposit and
the cone axis, respectively. The muon itself contributes to the energy measurement inside the
cone. This contribution (called the veto value) can be subtracted to improve the discriminat-
ing power of the isolation algorithm. A schematic illustration of the isolation cone is shown
in Fig. 9.24.
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Figure 9.24: Schematic illustration of the isolation cone. The muon direction at the vertex
defines the cone axis. The energy deposit (

∑
pT,

∑
Eweighted

T ) in the cone is computed, and
the muon contribution is removed by excluding the small area around the muon (the “veto
value”) from the cone. Comparison of the deposit in the cone with a predefined threshold
determines the muon isolation.

9.3.2 Online event selection

For the purposes of the High-Level Trigger, 3 isolation techniques were developed. Their
detailed description can be found in [8, 238].

9.3.2.1 Calorimeter isolation

The calorimeter isolation is based on a standard technique of summing the calorimeter trans-
verse energy in a cone around the muon direction. This method can be used with the stan-
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dalone reconstruction at Level-2 and with fully-reconstructed Level-3 muons. The energy
deposit in the cone is defined as the weighted sum of the transverse electromagnetic (EECAL

T )
and hadron calorimeter energies (EHCAL

T ), usingET = αEECAL
T +EHCAL

T , with α = 1.5, which
reflects the better discrimination performance of the electromagnetic calorimeter. The veto
cone is defined by the extrapolation of the muon to the ECAL/HCAL boundary (Fig. 9.25).
Additional cuts against noise are used at the level of contributing crystals and towers. Typi-
cal energy-deposit distributions are shown in the left-most plots of Fig. 9.26.

dR (muon-rec.hit)
0.00 0.05 0.10 0.15 0.20 0.25 0.30

ar
bi

tr
ar

y 
un

its

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

all ECAL hits

Distance muon - rec. hit

cut

dR (muon-rec.hit)
0.00 0.05 0.10 0.15 0.20 0.25 0.30

ar
bi

tr
ar

y 
un

ni
ts

0.00

0.01

0.02

0.03

0.04

0.05

0.06
all HCAL hits

closest HCAL hit

Distance muon - rec. hit

cut

Figure 9.25: Distribution of the distance between a reconstructed muon and its energy de-
posit in the ECAL (left) and HCAL (right). The muon position is taken at the boundary
between the ECAL and HCAL. The arrows indicate the size of the veto cone.

9.3.2.2 Pixel and full-tracker isolation

The pixel and full-tracker isolation algorithms are based on the scalar sum of pT from all
tracks reconstructed in a cone around the direction of the Level-3 muon at the vertex, neglect-
ing the contribution from the muon itself. In both algorithms, the tracks are reconstructed
using regional tracking.

In the case of the pixel isolation, the track candidates are searched for only in the pixel detec-
tor by dedicated pixel-reconstruction software. Such a reconstruction is based on 3-hit tracks.
It is optimized for speed but, due to the small number of hits, has very poor momentum res-
olution and limited track-finding efficiency (≈ 90%). For the full-tracker reconstruction, a
Kalman-Filter fitting procedure is used at the price of longer CPU execution time. For both
methods, the isolation cone defines the tracking region, with the vertex constraint coming
from the isolated muon. Thus, the influence of tracks from pile-up is minimized. Since the
direction resolution is good for both algorithms, the veto cone is very small (∆R ≈ 0.015). A
comparison of the energy-deposit distributions for the full-tracker and the pixel isolation is
presented in the centre and right-most plots of Fig. 9.26, respectively.
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Figure 9.26: Distributions of the energy deposited in a ∆R = 0.24 isolation cone for the
calorimeter (left), the full tracker (centre), and the pixel tracker only (right). The difference in
energy deposits between a typical source of isolated muons (W → µX , top) and non-isolated
muons (bb̄→ 2µX , bottom) is well visible. The distributions are for the low-luminosity case.

9.3.2.3 Optimization and performance

The first step in the optimization of the isolation algorithm is the determination of the trans-
verse energy and momentum thresholds as a function of cone size. Since some of the detector
effects (noise, efficiency) may depend on pseudorapidity, the thresholds are evaluated in bins
of η. The values of the thresholds are obtained using muons from W → µν decays (the “ref-
erence signal”), a typical source of isolated muons at the HLT level. For each combination of
a cone size and an η bin, the threshold on the transverse energy or momentum in the cone is
determined such that the efficiency of the reference signal is equal to some target efficiency
(the “nominal efficiency”); however, for some choices of cone sizes, this is not always possi-
ble and the reference signal efficiency is somewhat larger than the chosen nominal efficiency.

The next step is the choice of a particular cone size (sizes considered are listed in Table 9.2).
It depends on the background process that has to be rejected. For purposes of the HLT,
bb̄ → µX events (“reference background”) were used. The dependence of the background
rejection on cone size is presented in Fig. 9.27 for several choices of the nominal efficiency.
The efficiency of the HLT algorithms after the cone-size optimization is shown in Fig. 9.28
for the reference signal (left) and background (right) events, as a function of the nominal
efficiency.



356 Chapter 9. Muons

Table 9.2: The relationship between the cone-size indices and the ∆R values used in the
optimization procedure.

Cone Index ∆RMAX Cone Index ∆RMAX

1 0.02 8 0.28
2 0.045 9 0.32
3 0.09 10 0.38
4 0.13 11 0.45
5 0.17 12 0.5
6 0.2 13 0.6
7 0.24 14 0.7
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Figure 9.27: An example of an optimization of cone size: the efficiency for a background
sample is shown as a function of the cone-size index for different predefined nominal effi-
ciencies. The ∆R values corresponding to the different cone-size indices (horizontal axis) are
given in Table 9.2. The left plot is for the full-tracker isolation in the low-luminosity case, the
right plot is done with the pixel-based isolation for the high-luminosity environment.

9.3.3 Example of the isolation procedure applied offline

An offline algorithm should be optimized for a given signal and its most difficult back-
ground. For example, a calorimeter-based isolation requirement applied to high-pT muons
is bound to be inefficient because such muons are likely to radiate photons. Conversely, the
isolation algorithm based on the distance between the muon and nearby jets does not effi-
ciently reject background muons in soft jets that are likely to pass the HLT isolation. The aim
of the study presented here is to show the possibility of further suppressing minimum-bias
events that pass the HLT isolation chain by using additional offline isolation requirements.
The HLT reference signal (W → µνX) and background (bb̄ → µX) processes are used, as
before, for optimization.

The goal of the implemented offline algorithm is to combine precisely reconstructed charged
particles measured in the tracker with neutral particles measured by the calorimeters. Since
CPU processing time is less of an issue, the algorithms can benefit from global reconstruction
in order to reduce pile-up contributions to the isolation cone.
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Figure 9.28: Comparison of the performance of 3 types of isolation algorithms at the HLT
level. The isolation efficiency is plotted as a function of the nominal efficiency for signal
events (left) and background events (right).

Particle trajectories from the global track reconstruction are propagated to the calorimeters.
The muon energy deposit is identified and removed (by setting a veto cone) and is not used
further in the computation. The deposit in the isolation cone is taken as the sum of the
transverse momenta of reconstructed charged particles and the calorimeter transverse en-
ergy, both inside the isolation cone, from which the charged-particle deposit from the global
reconstruction is subtracted. The distribution of deposits is shown in Fig. 9.29. The subtrac-
tion of the charged particle contribution from the calorimeter energy deposit is illustrated in
Fig. 9.30.

The procedure to find the optimal threshold and cone size is the same as for the HLT. The
results are shown in Fig. 9.31. The best background rejection that preserves 97% of the signal
events (after already passing the HLT selection) is for a cone size of 0.28. A rejection factor of
approximately 2 is obtained.

9.3.4 Sensitivity of the muon isolation cut efficiency to the underlying event
uncertainties

The uncertainties in predicting the muon isolation cut efficiency were studied in the context
of the H → ZZ → 4µ analysis by varying the PYTHIA parameters responsible for the sim-
ulation of the underlying event (UE) [239]. The isolation cut efficiency per muon can vary
as much as ±5% due to uncertainties in the UE model (depending strongly on the energy
deposit threshold), as shown in Fig. 9.32 (left). This results in a 4-muon isolation cut effi-
ciency for the ZZ → 4µ background of (78 ± 6)%. To eliminate these large uncertainties,
the isolation cut efficiency can be calibrated from data using Z-inclusive events (Z → 2µ)
and a random-cone technique, as displayed in Fig. 9.32 (right). This procedure eliminates
the uncertainties associated with a poor understanding of the UE physics. There might be
at most a ≈ 2% systematic shift in the 4-muon isolation cut efficiencies using this method.
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Figure 9.29: Energy deposits found offline in a ∆R = 0.24 cone for isolated muons (left)
and muons in bb̄ jets (right). Only events passing the online isolation cut are used. Possible
values for the energy deposit cut are marked on both plots.
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Figure 9.30: The correspondence between the measured transverse energy (vertical axis)
and the total transverse momenta of all charged particles (horizontal axis) contributing to
a deposit in the calorimeters. For the purpose of this figure, only charged particles were
simulated. The cone size used was 0.24.

This shift could be corrected for in principle, but it does not appear to be necessary since
it is already small compared to the expected statistical uncertainties. These results and the
analysis technique may be of interest to other analyses relying on lepton isolation cuts.
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Figure 9.31: Performance of an offline isolation algorithm, in addition to the online selection.
The efficiency for the background sample is shown as a function of the cone index for pre-
defined nominal efficiencies in the low-luminosity case. The ∆R value for each cone index
(horizontal axis) is given in Table 9.2.
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Figure 9.32: Left: the muon isolation cut efficiency for the least-isolated muon from H → 4µ
events. The middle solid line is for the default Multiple Interaction (MI) pT “cut-off” value,
the upper dashed line is for a−3σ variation in the pT cut-off value, and the lower dashed line
is for a +3σ variation. Right: the muon isolation cut efficiency found using a random-cone
technique in ZZ (solid and dashed lines) and Z-inclusive (dotted lines) events. The meaning
of the middle, upper and lower lines is the same as for the left plot.
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9.4 High-Level trigger
A large fraction of the expected LHC physics is characterized by the presence of high-pT

leptons, and CMS has been designed and optimized, in particular, to reconstruct muons.
Muons provide a very clean signature; very high efficiency can be reached with inclusive-
muon triggers based on the selection of 1 or more muons above a given pT threshold. While
this threshold should be low enough not to lose efficiency, it must be high enough to reduce
the trigger rate to an acceptable level.

The online selection of muons within the High-Level Trigger (HLT) system is performed in
2 steps. First, to confirm the Level-1 decision, a Level-2 muon reconstruction is performed,
i.e., muons are reconstructed using only information from the muon system and with the
Level-1 candidates as a seed. The details of this reconstruction algorithm are described in
Section 9.1.1. Secondly, the Level-2 pT threshold reduces the rate enough to then allow a
Level-3 reconstruction using the full tracker information and seeded by the Level-2 candi-
dates. The Level-3 muon reconstruction algorithm is described in Section 9.1.2. Additional
rate reductions can be achieved, if needed, by requiring muons to be isolated (Section 9.3).
Already after the Level-2 selection, the calorimeter isolation can be required (Section 9.3.2.1),
and the tracker and pixel isolation can be required after the Level-3 selection.

After each reconstruction step, a set of selection cuts is applied. These selection cuts are
different for single and dimuon triggers. The details of the selection cuts are described in
[8]. The pT thresholds are set to achieve a sufficient rate reduction. As discussed in [8], for a
luminosity of 2×1033 cm−2s−1 an inclusive single-muon trigger rate of 25 Hz can be achieved
with a pT threshold of 19 GeV/c (including isolation). For dimuon triggers, a typical pT

threshold is 7 GeV/c, resulting in a rate of 4 Hz.

9.4.1 Performance

A detailed performance study of single and dimuon high-level triggers can be found in [8].
However, since the time this study was performed, the CMS simulation and reconstruc-
tion software has been significantly changed. Hence, some of the findings presented in [8]
were cross-checked with the results obtained using the most recent version of the CMS sim-
ulation and reconstruction software. The overall efficiency for muons to pass the Level-1
through Level-3 single-muon trigger criteria cumulatively as a function of η is shown in
Fig. 9.33. Muons were generated without pile-up and with flat distributions in the intervals
5 < pT < 100 GeV/c and |η| < 2.1. Figure 9.34 shows the single-muon HLT rates with-
out applying muons isolation cuts for a luminosity of 2 × 1033 cm−2s−1. A sample of 106

minimum-bias events was used to calculate these rates. The single-muon rate at Level-2 is
still dominated by feed-through of low-pT muons. The improved Level-3 momentum reso-
lution allows these muons to be discarded. Despite the fact that completely different event
samples and a different version of the CMS simulation and reconstruction software were
used, the result are in agreement with those in [8].

9.4.2 High-Level trigger for muons in heavy-ion collisions

The High-Level Trigger will be used to select dimuons from quarkonia produced in heavy-
ion collisions. The J/ψs and Υs produced with low pT are expected to provide information
on the state of the hot nuclear matter produced in these collision. The relatively low lumi-
nosity of L = 1027 cm−2s−1 allows any low quality muon in the CSC trigger system (a muon
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Figure 9.33: Cumulative efficiency for single muons to pass Level-1 (solid), Level-2 (dashed),
and Level-3 (dot-dashed) trigger levels as a function of the generated muon pseudorapidity.
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 threshold [GeV/c]µ

T
p

10 15 20 25 30
 threshold [GeV/c]µ

T
p

10 15 20 25 30

R
at

e 
[H

z]

10

210

310

410

generator

Level-1
Level-2
Level-3

Figure 9.34: HLT single-muon rates after Level-1, Level-2, and Level-3 triggers, as a function
of the pT threshold for a luminosity of 2 × 1033 cm−2s−1. The rates are obtained without
applying isolation cuts.



362 Chapter 9. Muons

without a segment in ME1, as described in Section 3.4.3) to be sufficient to generate a Level-1
accept. Such muons passing the looser requirements at Level-1 are denoted hereafter “Open
Level-1” muons (OL1), and are considered in the heavy-ion HLT trigger decision. The fi-
nal trigger decision is delayed until the detailed reconstruction is performed at Level-2 and
Level-3 of the HLT.

Different configurations of the Level-1 and Level-2 trigger flags were considered to maximize
the selection efficiency for J/ψ and Υ. No cuts on any kinematic variables (pT, η, φ) and
no isolation cuts in the calorimeter are applied, apart from those caused by the detector
acceptance.

The information obtained from Level-1 and Level-2 processing is used to estimate the muon
momentum and its direction based on muon chamber information only. The Level-2 pro-
cessing is applied on the output from Level-1 (including both “high quality” Level-1 muons
and OL1 muons). If Level-2 fails, the information from Level-1 is used to estimate the muon
momentum. For the case when Level-2 fails in the barrel and the momentum of the OL1
muon is undetermined, then the pT of the OL1 muon is set to 3.5 GeV/c. If Level-2 fails in
the endcap and the momentum of the OL1 muon is undetermined, then the pT of the OL1 is
fixed to 1 GeV/c. In both cases, the momentum components are recalculated according to
the Level-1 muon direction.

The chosen strategy requires either 2 opposite-sign Level-1 or 2 opposite-sign Level-2 muon
candidates.

The use of OL1 muons as the Level-2 input favors the survival of low-pT J/ψs; the selection
efficiency is ≈ 1%, as compared to 0.41% with the more stringent Level-1 usage without
such low quality muons. For Υs, the acceptances are 21% for the OL1/Level-2 combination
and 16% for the more stringent Level-1/Level-2 combination. The η and pT distributions for
accepted J/ψs and Υs are shown in Figs. 9.35, 9.36, 9.37 and 9.38. The results obtained using
OL1 as input to Level-2 are shown with a solid-line histogram and those using Level-1 as
input to Level-2 are shown with the shaded histogram.

While the trigger criteria are optimized for muons from decaying quarkonia, they will also be
used to select same-sign dimuon pairs needed to estimate the uncorrelated background [240].
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Figure 9.35: The η distribution of J/ψs with both muons triggered by the “Open Level-1”
and Level-2 trigger combination (solid-line histogram) as compared with the more stringent
Level-1 and Level-2 trigger (shaded histogram). Two opposite-sign Level-1 or 2 opposite-
sign Level-2 candidates are required. See text for details.
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Figure 9.36: The pT distribution of J/ψs with both muons triggered by the Open Level-1
and Level-2 trigger (solid-line histogram) as compared with the more stringent Level-1 and
Level-2 trigger (shaded histogram). Two opposite-sign Level-1 or 2 opposite-sign Level-2
candidates are required.
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Figure 9.37: The η distribution of Υs with both muons triggered by the Open Level-1 and
Level-2 trigger (solid-line histogram) as compared with the Level-1 and Level-2 trigger
(shaded histogram). Two opposite-sign Level-1 or 2 opposite-sign Level-2 candidates are
required.

0 5 10 15 20 25 30 35 40
0

50

100

150

200

250

pt, GeV

N
ev

/0
.4

Figure 9.38: The pT distribution of Υs with both muons triggered by the Open Level-1
and Level-2 trigger (solid-line histogram) as compared with the Level-1 and Level-2 trig-
ger (shaded histogram). Two opposite-sign Level-1 or 2 opposite-sign Level-2 candidates
are required.



Chapter 10

Electrons and Photons

10.1 ECAL clustering and superclustering
Electron and photon showers deposit their energy in several crystals in the ECAL. Approxi-
mately 94% of the incident energy of a single electron or photon is contained in 3×3 crystals,
and 97% in 5×5 crystals. Summing the energy measured in such fixed arrays gives the best
performance for unconverted photons, or for electrons in the test beam. The presence in
CMS of material in front of the calorimeter results in bremsstrahlung and photon conver-
sions. Because of the strong magnetic field the energy reaching the calorimeter is spread in
φ. The spread energy is clustered by building a cluster of clusters, a “supercluster,” which
is extended in φ. Details of the superclustering algorithms used have been given in previ-
ous publications [8], but for convenience of reference they are reviewed briefly in the first
subsection.

10.1.1 Superclustering algorithms

For single showers, such as those produced by unconverted photons, or those produced by
electrons in test beam conditions, energy sums of fixed arrays of crystals give better energy
resolution performance than energy sums of crystals collected dynamically according to a
cluster or ”bump” finding algorithm. The Hybrid algorithm uses the η-φ geometry of the
barrel crystals to exploit the knowledge of the lateral shower shape in the η direction (taking
a fixed bar of 3 or 5 crystals in η), while searching dynamically for separated energy in the φ
direction.

The Hybrid algorithm was originally designed to reconstruct relatively high energy electrons
in the barrel, but has been recently tuned to allow efficient reconstruction of electron showers
down to pT = 5 GeV/c (see Section 10.4.1). However when looking for small deposits of
energy in individual clusters, for example when making a calorimetric isolation cut, the basic
clusters of the Island algorithm are more appropriate objects to work with.

The Island algorithm starts by a search for seeds which are defined as crystals with an energy
above a certain threshold. Starting from the seed position, adjacent crystals are examined,
scanning first in φ and then in η. Along each scan line crystals are added to the cluster until
a rise in energy or crystal that has not been read out is encountered. In much the same way
as energy is clustered at the level of calorimeter cells or crystals, non-overlapping Island
clusters can in turn be clustered into superclusters. The procedure is seeded by searching for
the most energetic cluster and then collecting all the other nearby clusters in a very narrow
η-window, and much wider φ-window.

365



366 Chapter 10. Electrons and Photons

10.1.2 Algorithmic energy corrections

There are some sources of variation in the clustered energy for which corrections can be
made:

• The fraction of energy in a fixed array cluster varies as function of the shower
position with respect to the cluster boundary—the highest fraction is contained
if the shower is perfectly centred. This can be described as a variation of “local
containment”

• There are large losses due to rear leakage for showers close to the barrel inter-
module, and inter-supermodule, borders. At these borders there are cracks which
contain negligible material, and which are aligned at 3◦ to the average direction
of shower propagation. Close to these cracks there is a considerable considerable
reduction of the effective depth of the calorimeter.

• The spread of energy due to showering in the tracker material (bremsstrahlung
and photon conversion) and the behavior of the superclustering algorithms which
are designed to collect this spread energy.

A further correction needed in the handling of simulated events results from the fact that
the average fraction of energy of an incoming electron or photon contained in a fixed array
of crystals (5×5, for example) varies a little in the barrel as function of η, despite the fact
that the crystals are all of very similar size. This variation, of ≈0.7% over the length of the
barrel is mainly due to a variation of shower leakage as a function of η. The stepped front
surface of the ECAL towards the ends of the barrel exposes the sides of the crystals to a
significant depth, leading to some lateral leakage from the front of the ECAL. As described
in Section 4.4, the calibration constants are defined with a selected sample of non-radiating
electrons measured in a 5×5 crystal array. Such calibration naturally includes this overall
average containment factor.

The local containment variation can be corrected for by measuring the centrality of the cluster
using the energy deposit pattern. A possible measure is the energy ratio E1/E9, where E1 is
the energy in the central crystal and E9 the sum of energies in the central 3×3 crystal array.
In test beam data it has been found that better results can be obtained by measuring the
position separately in each lateral dimension. As described in Section 4.3.2.2 a logarithm of
the ratio of energies on either side of a line defined by the crystal edge has been used for this
purpose.

There are 18 supermodules in φ in each half barrel. These supermodules each comprise 4
modules. At both the φ boundaries between the supermodules and the η boundaries be-
tween the modules there is a 6 mm space between adjacent crystals. Particles entering the
calorimeter near these borders encounter a reduced depth of material and deposit less of
their energy in the crystals. A correction can be made based on the measurement of the
shower position. The position measurement is made from log(E1/E2), where E1 is the en-
ergy in one side of the border and E2 on the other side.

The energy from an electron or converted photon area is deposited over a larger area than
an unconverted photon. The clustering algorithms recover the energy by extending the clus-
tering region in φ. A systematic variation of the fraction of energy clustered as a function of
number of crystals in the cluster is observed. There is also a systematic variation of the frac-
tion of energy reconstructed as a function of the shower spread measured by E9/ESC where
E9 is the energy in the central 3×3 array andESC the energy is the super cluster. More elabo-
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rate corrections which can be applied to electrons and photons are described in Sections 10.4
and 10.3, respectively.

10.1.3 Position measurement

A simple position measurement of the shower can be obtained by calculating the energy-
weighted mean position of the crystals in the cluster. To increase hermeticity the ECAL is
designed so that the crystals do not point exactly to the nominal interaction vertex. Therefore,
the lateral position of the crystal axis depends on depth, and it is necessary to define the
depth to obtain the crystal position in the other (lateral) coordinates. The depth definition is
parameterized asA[B+log(E)] where the parameters are different for electrons and photons
as photons penetrate deeper in the crystals before showering starts.

Since the energy density decreases approximately exponentially with lateral distance from
the shower core, the simple energy weighted mean position of the crystals in a cluster gives
a position biased towards the core of the show. Much of the bias can be avoided, and a better
position estimate obtained, by taking a weighted mean calculated using the logarithm of the
crystal energy [241].

x =
Σxi ·Wi

ΣWi
(10.1)

where xi is the position of crystal i and Wi is the weight of the crystal defined as

Wi = W0 + log
Ei

ΣEj
(10.2)

.

The position of a super cluster is calculated by making the energy-weighted mean of posi-
tions of its component clusters. More details are given in [161].

10.1.4 Corrections for saturated channels

Very energetic electrons and photons saturate the range of the Multi Gain Pre-Amplifier
(MGPA) ADC. This saturation occurs at at 1.7 TeV in the barrel and 3.0 TeV in the end-
caps. A number of possible techniques are available to reconstruct the energy of a shower
containing a crystal for which saturation has occurred. Electron and photon single particle
samples have been used to study a method of estimating the energy contained in the central,
maximum energy, crystal (E1) of a 5× 5 cluster in the barrel [242]. The fraction of the cluster
energy contained in the central crystal, E1/E25, varies as a function of the position of the
shower with respect to the crystals.

The X and Y position variables are defined as the following:

X = ln(
Σright

Σleft
) , Y = ln(

Σtop

Σbottom
) (10.3)

where Σleft (Σright) is the sum of the energy deposit in the 10 crystals located at the left
(right) side of the central crystal and Σtop (Σbottom) in the 10 top (bottom) crystals. In each
of the |X| and |Y | bins, the value of E1/E25 is determined by taking the mean of a Gaussian
fit. Figure 10.1a) shows these mean values as a function of |X| and |Y |. A two-dimensional
parameterization of this distribution is made using the function:

F (X,Y ) = a+ b(ecX
2
+ edY 2

) + eX2 + fY 2. (10.4)
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The distribution is largely energy independent (see Fig. 10.1b)), and can be used to estimate
the energy in saturated crystals.
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Figure 10.1: a) Distribution of the E1/E25 ratio as a function of the variables |X| and |Y | for
electrons with E = 3500 GeV; b) Fitted function (see Eq. 10.4) for E1/E25 versus position,
for |X| = |Y |, for electrons with E = 2000, 2500, 3000, 3500, and 4000 GeV; c) Ecor

25 /E25 for
electrons with E =4000 GeV
Figure 10.1c) shows the estimated value E25 using the correction method for the saturation
divided by the actual energy in E25, for E = 4000 GeV electrons. The resolution of the
method is found to be about 8% for electrons and 9% for photons.

10.2 Electron and photon trigger
This section gives a brief overview of electron and photon triggers. All events passing the
Level-1 trigger are read out and processed in the High Level Trigger (HLT) farm. Four elec-
tron and photon streams are output to mass storage: single and double electrons and pho-
tons.

10.2.1 Level-1 trigger

Three electromagnetic triggers are used at Level-1. A single isolated trigger, a double iso-
lated trigger and a double trigger at a slightly higher threshold with the trigger isolation
requirement removed. The ET thresholds used for these 3 triggers at L = 2× 1033 cm−2 s−1

are the same as those used for the studies reported in [8], and correspond to approximately
50% efficiency for electrons and photons with ET of 23, 12 and 19 GeV respectively.

With respect to the details and rates given in [8] there has been only one significant change.
For Level-1 triggers which saturate the calorimeter trigger ET scale (ET = 63.5 GeV) none of
the Level-1 trigger cuts (isolation, h/e, “fine grain veto” [7]) are applied, and the candidates
are treated as if they were isolated. This strategy increases the efficiency for highET electrons
and photons at a small cost in Level-1 trigger rate.

Figure 10.2 shows the Level-1 trigger rate, mainly due to jet events, and the efficiency for
120 GeV/c2 mass Higgs events decaying into 4 electrons and 2 photons. In this plot and in
all the following tables the signal efficiencies are computed for events where at least 2 of the
generated electrons or the photons (one in the case of W → eν events) lie inside the fiducial
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acceptance of the electromagnetic calorimeter (|η| <1.4442 or 1.566< |η| <2.5). In addition
a lower cut, of 5 GeV/c, is applied on the pT of the electrons and photons in case of the
processes H → ZZ → e+e−e+e− and Z → e+e−, and a cut of 15 GeV/c for H → γγ, and
25 GeV/c for W → eν.
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Figure 10.2: Level-1 trigger rate for jet events (left), efficiency for H→4e events (middle) and
efficiency for H → γγ events (right) as function of the trigger thresholds.

Table 10.1 shows the Level-1 trigger rates at low luminosity (L = 2 × 1033 cm−2 s−1). These
rates, and all the HLT rates for the jet background to electrons and photons given in the
following pages have been estimated for jet events simulated with PYTHIA [46] with p̂T larger
than 15 GeV/c (where p̂T is the parton pT in the 2 → 2 scattering process in PYTHIA).

Tables 10.2 shows Level-1 trigger efficiencies for benchmark photon and electron signal chan-
nels.

Table 10.1: Level-1 trigger rates at L = 2× 1033 cm−2 s−1.

Single isolated Double isolated Double non-isolated Total
3400 Hz 1010 Hz 420 Hz 4440 Hz

Table 10.2: Level-1 trigger efficiency at L = 2× 1033 cm−2 s−1.

Signal Process Single isolated Double isolated Double non-isolated Total
H → γγ 99.3% 89.2% 94.7% 99.7%
(MH = 120 GeV/c2)
H → ZZ → e+e−e+e− 90.8% 89.5% 79.5% 96.5%
(MH = 120 GeV/c2)
Z → e+e− 93.5% 81.5% 85.1% 97.1%
W → eν 89.8% 2.7% 2.0% 90.0%
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10.2.2 HLT selection of electron and photon candidates

The HLT selection of electrons and photons in the High Level Trigger proceeds in 3 steps. The
first step, Level-2, uses only calorimeter information. The energy in the ECAL is clustered to
form superclusters and an ET threshold is applied on the corrected supercluster energy.

The second step, Level-2.5, uses the information from the pixel detectors. Hits are sought
consistent with the hypothesis that the supercluster belongs to an electron. If the required
hits are not found the candidate is rejected as an electron. Conversely all candidates are
further considered for the photon triggers regardless of pixel information. In the final step,
Level-3, the full tracker information is used. Tracks are used for isolation, and the electron
tracks are matched in momentum and position with the electromagnetic supercluster.

Rates and efficiencies of the HLT reconstruction and selection are given in [8].

We recently carried out a further detailed optimization of the High Level Trigger. The
changes with respect to the earlier study are the following:

• the strict restriction to the ECAL fiducial region has been relaxed, so that the re-
gion of the barrel/endcap transition (1.4442< |η| <1.5660) is no longer excluded;
the corresponding trigger rate increase is of the order of a few per cent;

• the Level-2 threshold cuts have been lowered by about 2 GeV;

• the Level-1 single trigger is now allowed to populate the double electron and pho-
ton streams—double electron/photon triggers are allowed where 1 of the elec-
trons/photons does not match a Level-1 trigger;

• the isolation cuts at Level-3 have been refined, giving higher efficiencies or lower
rates; in the case of the double photon stream this allows a lowering of the thresh-
olds.

10.2.2.1 Level-2 selection

The first step of the HLT selection consists in the verification of the Level-1 trigger decision
and it is common for electrons and photons. The 50% efficiency ET thresholds are applied
to reconstructed supercluster matched in pseudo-rapidity and azimuthal angle with the trig-
gering towers and the pseudo-rapidity of the supercluster is required to be less than 2.5.
The ET thresholds are 23, 12 and 19 GeV for the single isolated, double isolated and double
non-isolated Level-1 triggers respectively.

10.2.2.2 HLT selection for electrons

The High level trigger selection for electrons is based on the following requirements:

• matching of the supercluster with pixel hits;

• requiring electron isolation;

• for the single trigger e/p matching between the energy reconstructed in the ECAL
and the corresponding track momentum measured in the tracker.

The most effective isolation variables are found to be isolation in the hadron calorimeter and
isolation in the tracker. In the hadron calorimeter, the energy collected in a cone around the
supercluster is required to be below a certain threshold. The optimum cone size for HLT has
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been found to be ∆R < 0.15. For the single electron stream a maximum energy of 3 GeV is
allowed within the cone region while for the double electron streams this cut is loosened to
9 GeV.

Track isolation is defined by the sum of |pT| of the tracks that are found in the region be-
tween 2 cones around the electron candidate direction. An inner cone of 0.02 radius is used
to exclude the electron track while for the outer cone a radius of 0.2 is used. Only tracks
with a reconstructed z−impact parameter consistent with the electron candidate z−impact
parameter (|ze

ip − ztk
ip | < 0.1 cm) and with a transverse energy above 1.5 GeV are considered.

The |pT| sum of of these tracks, divided by the electron pT, is required to be less than 0.06 for
the single stream and 0.4 for the double stream. In the case of the double stream triggers the
cuts are applied on both electron candidates.

The effect of the hadron calorimeter isolation and of the track isolation in the benchmark
channel H → ZZ → e+e−e+e− for the double isolated stream are shown in Fig. 10.3.
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Figure 10.3: Effect of varying the HCAL isolation (left) and track isolation (right) cuts on the
background rate and signal efficiency for the process H → ZZ → e+e−e+e− with MH =
120 GeV/c2 in the double isolated electron stream. In the track isolation plot, an upper cut
of 3 GeV on the hadron calorimeter energy within ∆R < 0.15 is applied.

Finally in the single electron stream an additional cut on the E/p of the electron candidate is
applied by requiring it to be less than 1.5 in the barrel and 2.45 in the endcaps.

A summary of the selection cuts applied in the HLT is given in Table 10.3.
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Table 10.3: HLT cuts for the electron streams.

Variable Single electron Double electron
|η| < 2.5 < 2.5
ET > 26 GeV > 12 GeV
Hcal Isolation < 3 GeV < 9 GeV
Track Isolation < 0.06 < 0.4
E/p (Barrel) < 1.5 –
E/p (Endcaps) < 2.45 –

10.2.2.3 HLT selection for photons

Photons have a large background coming from highET particles decaying into photons, such
as π0 and η. Isolation requirements are the most effective way to reduce this background. In
the benchmark signal process H → γγ the 2 photons are isolated while in the reducible
background processes such as pp →jets and pp →γ+jet at least 1 of the photon candidates
comes from the fragmentation of a jet and is not well isolated.

The other handle that can be used to reduce the trigger rate is to increase the ET cuts on the
candidate photons.

The isolation variables that are used at trigger level are:

• number of tracks with pT larger than 1.5 GeV/c inside a cone with ∆R < 0.3
around the photon candidate;

• total ET of all island basic clusters with ∆R < 0.3 around the photon candidate,
excluding those belonging to the supercluster itself;

• total transverse energies of HCAL towers within ∆R < 0.3 around the photon
candidate.

We apply different cuts on these variables for the single and double triggers with looser cuts
being applied on the double trigger. The ET thresholds for the single trigger is 80 GeV while
for the double is 30 GeV for the highest ET photon and 20 GeV for the second highest ET. In
the case of the double stream triggers the cuts are applied on both photon candidates.

A summary of all HLT cuts is reported in Table 10.4. We would like to point out that the cut
on the track isolation for the double trigger allows a maximum of 2 charged tracks inside the
isolation cone, and thus does not reject early conversions for which 2 tracks are found in the
direction of the photon.

Table 10.5 shows the rates output to archival storage for the 4 electron and photon streams at
L = 2× 1033 cm−2 s−1.

Tables 10.6 and 10.7 show trigger efficiencies for benchmark photon signal and electron sig-
nal channels after the HLT. Note that the double photon HLT trigger is also very efficient for
double electron processes, given the fact that in order to keep conversions no veto is applied
on matching tracks. This feature could be exploited, particularly in the early stages of the
CMS data taking, to verify the cluster-track matching requirements of the electron HLT.

As can be seen from Table 10.5 the HLT trigger rate for the single photon selection is less than
3.5 Hz of which approximately 2 Hz are due to the γ + jet process that is irreducible. From
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Table 10.4: HLT cuts for the single and double photon streams.

Variable Single photon Double photon
|η| < 2.5 < 2.5
ET > 80 GeV > 30, 20 GeV
Track isolation = 0 < 3
HCAL isolation (Barrel) < 6 GeV < 8 GeV
HCAL isolation (Endcaps) < 4 GeV < 6 GeV
ECAL Isolation < 1.5 GeV < 2.5 GeV

Table 10.5: Output rates from HLT for electron and photon streams at L = 2× 1033 cm−2 s−1.

Signal Background Total
Single electron W → eν 9.8 Hz Jets 9.4 Hz 21 Hz
(ET >26 GeV) Z → e+e− 1.3 Hz
Double electron Z → e+e− 1.1 Hz Jets 0.8 Hz 1.8 Hz
(E1

T, E
2
T >12 GeV)

Single photon γ + jet 2.1 Hz Jets 1.4 Hz 3.5 Hz
(ET >80 GeV)
Double photon ≈0 Hz Jets 1.9 Hz 2.3 Hz
(E1

T >30, E2
T >20 GeV) γ + jet 0.4 Hz

Total: 13.3 Hz 13.9Hz 27.2 Hz

Table 10.6: HLT efficiency for the single and double electron triggers for L = 2 ×
1033 cm−2 s−1.

Signal Process Single electron Double electron Total
W → eν 68.0% – 68.0%
Z → e+e− 81.2% 76.7% 89.5%
H → ZZ → e+e−e+e− 76.9% 83.2% 90.2%
(MH = 120 GeV/c2)

Table 10.7: HLT efficiency of the single and double photon triggers for L = 2×1033 cm−2 s−1.

Signal Process Single photon Double photon Total
H → γγ 14.0% 86.9% 88.4%
Z → e+e− – 70.0% 70.0%
H → ZZ → e+e−e+e− – 59.6% 59.6%
(MH = 120 GeV/c2)
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this it is understood that the single photon triggerET threshold of 80 GeV cannot be reduced
without substantially increasing the final HLT output rate. On the other hand it would be
useful to select γ + jet events even at lower ET for different purposes. The HLT trigger rate
for the single photon selection becomes approximately 400 Hz for an ET cut of 23 GeV. Anal-
ogously the HLT trigger rate for the double photon selection is approximately 20 Hz when
the ET cut at 12 (19) GeV is relaxed for the isolated (non-isolated) trigger. This reduction
would allow the study of the pp → γγ process that is the main irreducible background to
the H → γγ search. Implementation of pre-scaled HLT triggers with these low thresholds is
foreseen, with pre-scaling factors defined as function ofET in such a way that the differential
rate with respect to ET is constant. These pre-scaled triggers would increase the final HLT
output by (typically) less than 1 Hz.
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Figure 10.4: Effect of tightening the ET thresholds (left) and ECAL isolation requirement
(right) on the H → γγ signal efficiency versus background rate for the double photon
streams.

10.2.2.4 Further HLT tuning

The final Level-1 and HLT thresholds will be defined based on the actual luminosity of LHC.
The HLT selection presented here is relatively loose and there is space to further reduce the
background rate without compromising the signal efficiency if necessary. As an example
Figure 10.4 shows the effect of the hadron calorimeter isolation and of the track isolation.
The ET cut varies from 30 (20) to 100 GeV in steps of 2 GeV for the highest (second highest)
ET candidate while the ECAL isolation cut varies from 2.5 down to 0 GeV in steps of 0.1 GeV.
It is clear from the figure that the rate can be reduced by a factor 3 or more with a reduction of
signal efficiency of less than 10% by applying cuts that are still looser than the final analysis
cuts.
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10.3 Photon reconstruction and selection
This section describes the reconstruction and selection of high pT prompt photons. Because
of the very high background to photons from jets, the reconstruction and selection of prompt
photons for H → γγ, or for single photon studies, is rather naturally restricted to triggering
photons, and rather sharply demarcated from the reconstruction of low pT, non-triggering,
neutral energy deposits to be used, for example, in energy-flow jet reconstruction algorithms.
The triggering photons selected by the HLT (Section 10.2.2) thus provide the starting point
for offline reconstruction and selection of prompt photons. These selected photons already
have transverse energy above the HLT selection thresholds and have passed the isolation
criteria of the Level-1 and HLT selection.

10.3.1 Photon energy reconstruction

The photon energy is reconstructed by summing the energy deposited in a cluster of crystals.
The clusters are 5×5 crystal arrays, or the superclusters found by the hybrid algorithm, in
barrel, or the island algorithm, in end-caps. The clustering algorithms have been discussed
in Section 10.1. The choice of clustering algorithm depends on the spread of the deposited
energy. For compact energy deposits, originating mainly from the single showers of uncon-
verted photons, the best energy measurement is achieved using a 5×5 crystal array, while
superclustering algorithms provide better measurement for multiple showers originating
from conversions where the bending of the electron and positron tracks, and their radiation
in tracker material, spreads the energy over a larger area of the calorimeter.

A very convenient measure of the lateral spread of energy deposition is provided by the R9
variable, defined as the ratio of energy contained in a 3×3 array of crystals (centred on the
crystal with the highest deposited energy) to the total supercluster energy. Values approach-
ing unity are obtained for unconverted photons, or for photon that have converted very close
to the ECAL. Smaller values are obtained for increasing distances of the conversion vertex
from the ECAL. Figure 10.3.1 shows the photon energy distribution for 2 bins in the R9 vari-
able: the first bin, R9 >0.943, contains the best 70% of photons, and the other bin, R9 <0.943,
the worst 30%. The difference in energy resolution in the 2 bins is striking. These are barrel
photons in H → γγ events, fully simulated with L = 2× 1033 cm−2 s−1 pile-up, and passing
the HLT selection cuts.

The precision of photon energy measurement varies due to a number of factors. Shower
spread due to early conversion has been mentioned. The shower energy is another obvious
factor. Showers close to the module borders have their energy resolution degraded. An
estimate of the photon energy measurement error can be provided by classifying the showers
and parameterizing the error as a function of relevant quantities. The error estimate can then
be used in the analysis of photon signals to supplement other selection variables.

An example of the derivation of such an error estimator is shown in Figure 10.6. The figure
shows the energy resolution for barrel photon showers with R9 >0.943, reconstructed in a
5×5 crystal array, as a function of energy, together with the fitted parametrization. The en-
ergy resolution has been obtained from the energy distribution at a given energy by measur-
ing the “effective sigma,” σeff , half the width of the smallest window which contains 68.3%
of the distribution. This measure takes account, in a useful way, of any non-Gaussian tail.
The resolution is dominated by contributions for constant term, stochastic term, and noise
which have been added to the GEANT simulation.



376 Chapter 10. Electrons and Photons

gen/EmeasE
0.96 0.97 0.98 0.99 1 1.01 1.02
0

0.01

0.02

0.03

0.04

0.05

0.06

Best 70% (R9 > 0.943)
 = 0.64%

Gauss
σ

 = 0.74%effσ

Worst 30% (R9 < 0.943)
 = 1.0%Gaussσ

 = 1.6%
eff

σ
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ferent bins in the R9 variable.
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Figure 10.6: Energy resolution for barrel photon showers with R9 >0.943, reconstructed in a
5×5 crystal array, as a function of energy, together with the fitted parametrization.

10.3.2 Photon isolation

Isolation requirements are one of the most important tools needed to reduce the background
to prompt photons, both at trigger level and at analysis level. In our reference signal process
H → γγ the 2 photons are isolated while in the reducible background processes such as
pp→ jets and pp→ γ + jets at least 1 of the photon candidates comes from the fragmentation
of a jet and is not well isolated. Accompanying these high ET electromagnetic showers there
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are usually additional particles and hence hadronic energy near the showers.

Fake photon signals due to jets can usually be rejected by looking for additional energetic
particles in a cone around the reconstructed ECAL cluster. Charged pions and kaons can be
detected in the tracker or in the calorimeter. Neutral pions and other particles decaying to
photons can be detected in the ECAL. The hadron calorimeter may be important for detecting
charged particles not efficiently reconstructed in the tracker, particularly at high pseudo-
rapidity, or particles like neutrons or K0

L.

The size of the veto cones should be optimized. Since energy may be spread out in the cal-
orimeter due to showering and magnetic field, cones in the hadron calorimeter, for example,
should likely be larger than in the tracker.

The basic isolation variables considered are based on charged tracks reconstructed in the
tracker, electromagnetic energy deposits observed in the ECAL, and hadronic energy de-
posits in the HCAL. We also make some attempt to combine the different isolation informa-
tion in an optimal way. Further details can be found in [243].

10.3.2.1 Monte Carlo simulation samples for the isolation study

We use a sample of simulated gluon-gluon fusion H → γγ events (MH = 120 GeV/c2) as a
source of signal photons.

For background jets, we use a sample of γ + jet events and select the ”fake” reconstructed
photon shower based on Monte Carlo truth information. That is, we make sure that the
highest energy reconstructed ECAL cluster matches with a generator level prompt photon
and that the second highest energy ECAL cluster does not. The one that does not match with
a photon is then used as an example of jet background.

We exclude clusters with |η| > 2.5 and in the gap between the barrel and endcap (1.4442 <
|η| < 1.566). To study photons and jets relevant to the Higgs analysis, we also require ET1 >
40 GeV, ET2 > 25 GeV and 105 < MH < 155 GeV/c2. Photon efficiencies and background
rejection factors are then computed relative to this pre-selection. All figures refer to the
second highest ET photon candidate and, if not specified, further require that ET2 > 40 GeV.

10.3.2.2 Performance estimation

In order to estimate the performance of a given isolation variable we plot the signal efficiency
versus the ratio of signal efficiency to background efficiency. This is equivalent to a plot of
signal efficiency versus signal purity. The x-axis is also closely related to the background
rejection factor. The larger the signal efficiency and purity, the better the performance of the
analysis. We can compare the different variables, cone sizes, and thresholds by looking at
these performance plots.

The lines in these plots will become vertical when an increasingly tighter cut begins to reject
the same fraction of signal and background. Most of the performance curves for single vari-
ables simply end at some point just before all signal and background are rejected by further
tightening the cut.
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10.3.2.3 Tracker variables

Three types of isolation variables are considered in the tracker.

• The sum of track pT for tracks with pT above a given threshold in a cone or be-
tween 2 cones of size ∆R around the ECAL cluster. For example “ΣpT all tracks
∆R < 0.3” is the sum of track pT for in a cone of 0.3.

• The angle, from the ECAL cluster, to the nth nearest track above some pT thresh-
old. For example, “∆R 1st track, pT > 1.5” is the angle to the first track above
1.5 GeV/c.

• Ntk, the number of tracks with above a given threshold, within a cone around
the ECAL cluster (“same vertex” indicates that only the tracks that come from the
chosen primary vertex are counted). This variable is an integer and therefore does
not offer a continuous spectrum.

In the 3 cases the separation between the track and photon direction is measured by ∆R =√
(∆η)2 + (∆φ)2. Different cone sizes have been considered and tracks have been used when

their pT exceeds a given threshold pmin
T . In the following this threshold, unless otherwise

specified, is set at 1.5 GeV/c that seems to be an optimal value for most variables.

If all reconstructed tracks are used the efficiency is reduced by the presence of pile-up. It is
possible to consider only the tracks consistent with the primary vertex assigned to the event.
In case of the background to H → γγ the correct vertex can be identified in approximately
80% of the cases at low luminosity.

Figure 10.7 shows the efficiency versus rejection for the tracker related isolation variables.
It is apparent that these variables are much less effective in the endcaps due to the larger
tracker inefficiencies.

It should be noted that the angle to the first track, represented by the stars in the figure, is
performing very well but shows an instant loss of about 4% in signal efficiency. This is due
to tracks at very small angle with respect to the signal photon that are produced in early
conversions. This signal efficiency could be recovered by reconstructing the conversions and
removing the tracks from the analysis. This has not yet been fully implemented.

10.3.2.4 ECAL variables

The electromagnetic calorimeter can be used to see if the photon candidate is accompanied
by π0 or η particles. In addition it may be used to determine whether the ECAL cluster that
is the photon candidate was due to a π0 that decays to 2 photons or due to a single isolated
photon. In some cases, the cluster may even be due to 2 particles that decayed into photons
giving a broader shower than would a single photon.

To study isolation in the ECAL we used basic clusters and superclusters reconstructed with
the island algorithm even though the superclusters in the barrel were reconstructed using the
hybrid algorithm. Island basic clusters were found to be significantly better for this purpose.

Four types of variables were studied:

• the sum of ET from basic ECAL clusters, in a cone of radius ∆R around the can-
didate supercluster, excluding all the energy in the supercluster;

• The sum of ET from basic clusters between 2 cones around the candidate super-
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Figure 10.7: Performance plots of some of the best tracker isolation variables. The left hand
plot is for the barrel and right hand plot for the endcaps.

cluster (∆Rmin < ∆R < ∆Rmax);

• The simple shower shape variable R9, defined as the fraction of the supercluster
energy found inside the 3 by 3 array of crystals centred on the highest energy
crystal;

• The legacy isolation variable from the electron analysis “ORCA iso” which is re-
lated to variables of type 2 but excludes energy in an η band centred on the cluster
which might come from conversion and bending in the magnetic field.

Some of the best variables of the various types are evaluated in Figure 10.8.

We can notice how the different methods of defining the isolation transverse energy behave
in the barrel and endcaps: in the endcaps the variables using inner and outer cones are much
more powerful in all cases while also in the barrel they seem to yield the largest background
rejection factors, probably by beginning to ”look inside” the supercluster.

10.3.2.5 Hadron calorimeter variables

The hadron calorimeter offers information that is partially redundant with tracker measure-
ments. Charged pions and kaons measured in the tracker will deposit much of their energy
in the HCAL. Long lived neutral particles like KL and neutrons may only be seen in the
HCAL and also the energy from charged hadrons that are not reconstructed may only be
detected in the HCAL.

Figure 10.9 shows the performance of variables that simply use the sum of HCAL ET in a
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Figure 10.8: Performance plots of some of the best ECAL isolation variables in barrel (left)
and in endcap (right).

cone around the candidate. They do not differ very much nor do they provide large back-
ground rejection factors. The performance is better in the endcaps and can complement there
the reduced power of the tracker related variables.

The “ORCA H/E” variable, defined as the HCAL energy in the tower immediately behind
the supercluster divided by the ECAL supercluster energy, seems to be significantly worse
than the simple sums.

10.3.2.6 Combination of detectors

There are various ways how the information from different detectors can be combined to
significantly improve background rejection. We have added some of the ET variables pre-
sented in previous sections to make more performing isolation variables. This is justified by
the fact that the particle content of the jets will vary and hence the jet could deposit energy
in any layer of the detector and not in the others. Sensible combinations would be (Tracker +
ECAL), (ECAL + HCAL) and (Tracker + ECAL + HCAL). In principle, variable multiplicative
factors could be employed in the sum.

Figure 10.10 shows all 3 types of sums. These reach a background rejection of approximately
70 at 75% photon efficiency in both the barrel and the endcap. The performance is better than
any single detector variable.
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Figure 10.9: Performance plots of some of the best HCAL isolation variables in barrel (left)
and in endcap (right).

10.3.2.7 Optimized combination of cuts

All isolation variables shown are highly correlated, nevertheless higher rejection power for
the same signal efficiency can be obtained by applying cuts on different variables or with
multivariate analysis techniques. The final optimization of the isolation requirements must
be specific to a given analysis, that is: specific to the particular signal and background.

By using a set of cuts on different variables we found that similar background rejection, at
the level needed for the H → γγ search, can be achieved at 10–15% higher signal efficiency
than by using ET sums.

10.3.2.8 Combining isolation variables with a neural net

A neural net can be an effective way of combining the information from a correlated set of
input variables into 1 output variable. The neural net is trained to put signal events near a
value of 1 and background events near a value of zero. This output variable then provides
a continuous variable that we can cut on to improve the signal to background ratio. There
are several other methods that could be employed to do this but the results will probably not
differ very much from an optimized neural net.

We have used a neural net program to optimize a single isolation variable from the input
variables studied above. Various combinations of inputs have been tried following our un-
derstanding of the isolation analysis. While further optimization is possible, the current
results are very good and we think close to the overall optimum.
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Figure 10.10: Performance plots of some of the best combined isolation variables in barrel
(left) and in endcap (right).

We used the following isolation variables as inputs to the neural network:

• the angle to the first track above an ET of 2 GeV;

• the ECAL transverse energy in a cone of radius 0.3 excluding the candidate super-
cluster energy;

• the shower shape variable R9;

• ET sum in the HCAL in a cone of of radius 0.35;

• the sum of ET in the tracker in a rather narrow cone of 0.2.

Figure 10.11 shows the performance plots of the neural network output variable in the bar-
rel and in the endcaps. We can see the important contribution of the R9 variable for large
rejection factors as well as the relevance of HCAL isolation in the endcaps.

At high photon efficiency the performances are significantly better than those correspond-
ing to simple isolation variables shown above, reaching rejection ratios of 50 at 90% photon
efficiency. For the H → γγ analysis, we are also interested in very large rejection factors. At
50% photon efficiency, the signal to background efficiency ratio reaches 200. Similar results
have also been obtained by applying sequential cuts on the previously defined individual
variables.

We should also note that none of these neural net results uses any of the kinematic variables
such as the supercluster ET. The Neural Net output can then be easily used in conjunc-
tion with the di-photon mass and other kinematic variables to optimize the signal detection
performance.
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Figure 10.11: Performance plots of the neural network variable in barrel and in endcaps.
Results are shown for the basic 2 input variables from tracker and ECAL, for the addition of
theR9 input to make 3 variables, and for the addition of HCAL isolation and another tracker
variable to make 5 input variables.

10.3.3 Converted photons

A large number of photons originating from the primary interaction vertex convert in the
tracker material. Figure 10.12 shows the integral distribution of the fraction of photons con-
verted as a function of radius, measured in a fully simulated sample of H → γγ events, for
3 representative values of |η|: near the centre of the barrel (|η| = 0.2), in the middle of 1 half
barrel (|η| = 0.7), and towards the end of the barrel of the ECAL (|η| = 1.3).

Identification of converted photons allows a better choice of energy clustering algorithm.
Reconstructed tracks of converted photon candidates can be used to provide π0/γ separa-
tion. The reconstructed tracks can also be used to locate the primary vertex coordinate along
the beam line, for use in H → γγ mass reconstruction. Reconstruction of secondary, con-
version, vertices from the tracks also allows mapping of the distribution of tracker material
(“radiography”).

10.3.3.1 Converted photon tracking

Track reconstruction can be divided into 4 separate steps: a) trajectory seed generation; b)
trajectory building; c) trajectory cleaning for resolving ambiguities; and d) trajectory smooth-
ing (i.e., the final track fit). Full details of CMS track reconstruction are given in Section 6.4.

Tracking of the electrons from a converted photon requires a dedicated seed finding tech-
nique [244]. Energy deposits in the ECAL are used as a starting point for inward track seed
finding. All basic clusters included in the supercluster and all other basic clusters less than
∆η = 0.015 and ∆φ = 0.25 from the supercluster position are used to build track seeds. For
each cluster both positive and negative charge hypotheses are tried. The φ range is chosen
taking into account the maximum separation at the ECAL front face between tracks from



384 Chapter 10. Electrons and Photons

Simulated conversion radius (cm)
0 20 40 60 80 100 120

In
te

gr
at

ed
 fr

ac
tio

n 
of

 c
on

ve
rt

ed
 p

ho
to

ns
 (

%
) 

0

10

20

30

40

50

60

Simulated conversion radius (cm)
0 20 40 60 80 100 120

In
te

gr
at

ed
 fr

ac
tio

n 
of

 c
on

ve
rt

ed
 p

ho
to

ns
 (

%
) 

0

10

20

30

40

50

60

Figure 10.12: Fraction of photons fromH → γγ events converted as a function of radius. The
3 histograms correspond to slices of width ∆η = 0.1 around |η| = 0.2 (dark grey), |η| = 0.7
(light grey) and |η| = 1.3 (empty histogram).

converted photons found in the simulated data. The η range is small because track pairs
from converted do not open in the longitudinal plane.

The initial momentum estimate is obtained from the basic cluster energy. Reconstructed hits
compatible with the trajectory hypothesis are sought in the 2 outermost layers of the tracker.
In the (r, φ) plane a maximum separation of ∆φ = 0.015 between the trajectory and the hits
is allowed while in the (r, z) plane the hits are required to lie along a straight line from the
primary vertex to the basic cluster, with the spread in the position of the primary interaction
vertex (±15cm) taken into account.

If a compatible hit is found the predicted track state is then propagated inward to find a
second compatible hit. If none is found the next innermost layer is searched. All pairs of hits
found are collected and input to the trajectory builder, where compatible reconstructed hits
are added layer by layer moving inward. Redundant track trajectories are identified from
the number of shared reconstructed hits: if 2 candidates have a fraction of shared hits larger
than 50%, the trajectory with the largest number of hits is retained. The trajectory with the
smallest χ2 is retained if 2 tracks happen to have the same number of reconstructed hits.

This inward tracking procedure results in a list of tracks of which only the opposite charge
pair with the largest number of reconstructed hits is retained. Each of the 2 tracks is used in
turn, independently from the other, as a starting point for seed and track finding of the parent
track in the pair with an outward tracking procedure. A given inward track is propagated
further inside the Tracker, to cover the possibility that the innermost hit has not been reached
in the first step. At each inward propagation step the assumption is made that the innermost
hit is at the conversion vertex and a search for the parent track of the pair is performed. Each
ECAL basic cluster compatible in φ with the crossing point is used to predict the momentum
and the curvature of the track path. Pairs of reconstructed hits compatible with the predicted
track trajectory are then sought moving outward in the 2 following layers. The pairs of hits
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so found are used as seeds and fed to the trajectory builder for outward trajectory building.
Trajectories are then cleaned and finally smoothed with the backward Kalman fit to obtain
the parameters of the tracks at the vertex.

The average radiation energy loss electrons experience while traversing the tracker material
is described by the Bethe-Heitler formula. Within the Kalman filter the radiation energy loss
is taken into account by correcting the track momentum by an amount corresponding to the
predicted mean value of the energy loss and by increasing, at each propagation step, the
track momentum variance by adding the predicted variance of the energy loss under the
assumption that its distribution is Gaussian.

At the end of the tracking procedure there can be multiple track pairs for a single ECAL
supercluster. A further criterion must be applied to choose the best candidate at the analysis
stage.

10.3.3.2 Reconstruction efficiency

The algorithmic efficiency can be defined as the probability of reconstructing tracks that have
enough hits to be reconstructed. Photons converting late in the tracker are largely indistin-
guishable from unconverted photons. The shower shape in the ECAL is compact and they
do not leave a sufficient number of hits in the tracker for their tracks to be reconstructed.

Converted photons with 2 simulated tracks, each with at least 3 simulated hits and matching
in (η, φ) a supercluster with transverse energy above 25 GeV are used. The requirement on
the minimum number of simulated hits is equivalent to requiring rconv < 85 cm (barrel) and
zconv < 210 cm (endcap). Simulated tracks were considered down to pT = 0.3 GeV/c.

Each of these photons can have more than one track or track pair reconstructed. If at least one
reconstructed track or track pair (correctly matching the e+e− simulated tracks) is found the
converted photon is considered as reconstructed. A distinction is made, however, between
those candidates which have only 1 track and those which have 2 tracks reconstructed. If
more than one matching track or track pair is found, with at least one match being a track
pair, the pair is counted for the efficiency calculation.

It is to be expected that the two-track reconstruction efficiency in the ECAL barrel decreases
with the radius, r, of the conversion point since there are fewer hits to be found. Asym-
metric conversions, on the other hand, where one track takes most of the photon transverse
momentum, are less efficiently reconstructed when the conversion occurs early in the de-
tector since very low pT tracks bend more in the magnetic field, and may not even reach
the ECAL. The combination of these 2 effects leads to the reconstruction efficiency seen in
Figure 10.13 a), which shows the reconstruction efficiency measured on a sample of photons
with fixed pT = 35 GeV/c, in the absence of other particles.

In the region corresponding to the ECAL barrel, the inefficiency is mainly due to poor seed
finding and track reconstruction in the delicate tracker barrel-endcap transition region, around
η = 1.

Similar considerations apply to the ECAL endcap region, where the z coordinate is more
appropriate to measure the position of the conversion point. The efficiency is lower at small
z values because 1 of the 2 tracks is easily lost and it drops at large z values because less
hits are available for tracking (Fig. 10.13 b). The inefficiency in the endcaps is mainly due to
the reduced tracker coverage at very large |η| and to the overall delicate range 1 < |η| < 1.5
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Figure 10.13: Reconstruction efficiency measured for photons with fixed pT = 35 GeV/c as a
function of the simulated conversion-point position. a) Versus r for |η| ≤ 1.4442. Total (solid
circles), two-tracks (squares) and single track (empty circles); b) versus z for |η| ≥ 1.566.
Total (continuous line), two-tracks (dashed line) and single track (dotted line).

where the ECAL barrel matches a mixture of Tracker barrel and endcap. The one- and two-
track reconstruction efficiencies as a function of photon η are shown in Figure 10.14).
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Figure 10.14: Reconstruction efficiency measured from photons with fixed pT = 35 GeV/c in
the whole η range. Total (continuous line), two-tracks (dashed line) and single track (dotted
line).

The pT value chosen is representative of photons from Higgs boson decay. The average effi-
ciency for full two-track reconstruction over the whole detector is 75±0.3%. If single tracks
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are also taken into account the average efficiency reaches 91±0.2%. The track transverse
momentum resolution is 6% (9%) in barrel (endcap) respectively (Fig. 10.15).
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Figure 10.15: Track transverse momentum resolution (measured on a track-by-track basis)
for candidates reconstructed in the range a) |η| < 1.4442 and b) 1.556 < |η| < 2.5.

10.3.3.3 Converted photon vertexing

Each pair of opposite charge tracks is used for vertex finding. An unconstrained vertex
fit is performed, which is based on the Kalman formalism (see Section 6.5.1). The pair of
tracks used in the vertex fit are refitted with the vertex constraint and all their parameters
re-evaluated. The achieved conversion vertex position resolution is shown in Figure 10.16.
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Figure 10.16: Conversion vertex position resolution: radius and longitudinal coordinate.

10.3.3.4 Fake rate in H → γγ events

The fake rate is defined here as the number of two-track candidates reconstructed in un-
converted photons divided by the total number of two-track candidates. When multiple
two-track candidates are found per each supercluster the one with the smallest invariant
mass, calculated after vertex fitting, is chosen. Fake pairs can be caused by hits produced
in the pile-up or underlying event. The great majority (≈ 80%) of fakes are found beyond
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|η| > 1.5. In single photons the fake rate is about 0.1% while in H → γγ events (simulated
with pile-up) it is about (5± 0.3)% averaged over the whole detector.

The transverse momentum measured from tracks in fakes candidates, however, is much
smaller than the transverse energy collected in the ECAL supercluster. This is shown in
Figure 10.17. A cut on pT(tracks)/ET(ECAL) >0.3 (for example) brings the fake rate in sin-
gle photons down to 10−5 and in H → γγ events with low luminosity pile-up to the level of
0.9±0.1%.
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Figure 10.17: pT(tracks)/ET(ECAL for fake (dark grey) and for true (light grey) converted
photons in H → γγ events with low luminosity pile-up (L = 2× 1033 cm−2 s−1).

10.3.3.5 Primary vertex z-coordinate from converted photons

The zPV coordinate can be expressed in terms of the reconstructed photon momentum from
tracks, the radial (rrecconv) and longitudinal (zrec

conv) reconstructed vertex coordinates as zPV =
zrec
conv − rrecconv × cot(θ~Ptracks

). For locating the primary vertex only converted photons with
an accurately reconstructed pseudorapidity are of interest. Photons converting in the outer
parts of the tracker are not useful for this purpose. In Figure 10.18 (Fig. 10.19) the achievable
accuracy on zPV is shown for H → γγ events with low luminosity pile-up for conversions
reconstructed in the range |η| < 1.4442 (1.556 < |η| < 2.5). From left to right the results from
converted photons in the pixels, inner tracker and outer tracker are shown.

10.3.4 π0 rejection

A significant background to the H → γγ process originates from π0 in jets, which fake single
isolated photons. In the barrel region the fine granularity of the ECAL crystals can be used
for γ − π0 separation. In the endcap the preshower detector, a position-sensitive device with
high granularity, aids γ−π0 discrimination. Algorithms to achieve such separation have been
studied for many years. If unconverted photon candidates are selected, rejection factors of
more than 2 against π0 can be achieved for an efficiency of 90%. However the use of this
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Figure 10.18: Longitudinal coordinate of the primary interaction vertex: accuracy achievable
in the Ecal barrel pseudorapidity range. From left to right for rconv < 15 cm, 15 < rconv < 58
cm and rconv > 58 cm.
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Figure 10.19: Longitudinal coordinate of the primary interaction vertex: accuracy achievable
in the Ecal endcap pseudorapidity range. From left to right for |zconv| < 70 cm, 70 < |zconv| <
160 cm and |zconv| > 160 cm.

potential requires the integration and optimization of the algorithms in a wider framework
where converted and unconverted photon candidates are treated separately.

10.3.5 Offpointing photons

Exploiting the transverse granularity of ECAL it is possible to discriminate neutral isolated
particles which do not point to the interaction vertex, typically photons, and reconstruct their
impact direction. The strategy to do so relies on the asymmetry of the lateral shower shape.
The algorithm consists of 2 steps:

• firstly the two-dimensional projection of the lateral shower shape is characterized
by the direction of its major axis (α is the angle between the axis and the η direc-
tion) and its degree of asymmetry, ∆.

• secondly, if the asymmetry is above a certain threshold (see Table 10.8), the angle
β between the direction of the impinging particle and the plane tangent to ECAL
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in the impact point is determined, employing the direct proportionality between
β and ∆.

The performances of the algorithm are given in Table 10.8.

Table 10.8: For a given rejection of pointing photons, the efficiency for non-pointing is given
for different tilts (β). Intervals are given where, for a given β, there is a slight dependence on
different combinations of ∆φ and ∆θ.

Pointing γ rejection Cut: ∆ > eff. β = 0.2 eff. β = 0.4 eff. β >0.4
90% 0.31 0.32 ≈1 ≈1
99% 0.40 0.08 0.8-0.9 ≈1

99.9% 0.43 0.02-0.04 0.75-0.85 ≈1

The precision attainable have been estimated to be δα = 0.15 rad and δβ = 0.2 rad.
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Figure 10.20: The correlation between β and the shower asymmetry parameter ∆.

10.4 Electron reconstruction and selection
This section focuses on the identification and four-momentum measurement of electrons
originating from a primary interaction vertex. A primary electron is composed of a single
track emerging from the interaction vertex and matched to an electromagnetic supercluster.
Such electrons are measured and identified in the angular range |η| < 2.5 viewed from the
nominal vertex and for transverse momenta pe

T ≥ 5 GeV/c. The emphasis in this section is
put on electrons at low and moderate pe

T, in a kinematic range relevant for Standard Model
Higgs decays.

The electron reconstruction in CMS is hampered by the amount of tracker material which is
discretely distributed in front of the ECAL. Electrons traversing the silicon layers of the pixel
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and inner tracker detectors radiate collections of bremsstrahlung photons and, in presence
of the 4 T solenoidal ~B field, the energy reaches the ECAL spread in φ. The spread is pe

T

dependent. The amount of bremsstrahlung emitted when integrating along the electron tra-
jectory can be very large. It depends on average on the amount of tracker material traversed
which varies strongly with η, rising from ≈ 0.3X0 at central pseudorapidities to ≈ 1.5X0

toward the edge of the barrel (|η| ' 1.5), and falling back to 0.7X0 in the endcaps at |η| = 2.5
As an illustration for electrons of pe

T = 10 GeV/c, considering a uniform η − φ distribution,
about 50% of the electrons radiate away more than 50% of their energy before reaching the
surface of the ECAL. In about 10% of the cases, more than 95% of the initial electron energy
is radiated !

The electron measurements can be further complicated by the conversion of secondary pho-
tons in the tracker material, which might lead to “showering” patterns and entail energy lost
in the tracker material. Soft secondary electrons from e+e− pairs get partly trapped in the
external ~B field and loose most, or all, of their energy before reaching the ECAL. The photon
conversion probability depends on the material budget and thus varies with η. The energy
lost can be large. For instance, it amounts on average to 7% of the initial energy for electrons
of pe

T = 10 GeV/c at |η| ' 1.5.

The bremsstrahlung emission pattern along the electron trajectory can fluctuate consider-
ably on event-by-event basis. The amplitude of the fluctuations increases on average with
increasing tracker material budget. This in general introduces largely non-Gaussian event-
by-event fluctuations which affect the energy measurement in the ECAL and the momentum
measurement in the tracker, as well as the electron identification observables. Sophisticated
clustering algorithms (Section 10.4.1) and track reconstruction method (Section 10.4.2) are
used to better cope with these effects. Distinct track-supercluster patterns (electron “classes”)
are recognized (Section 10.4.3) for the energy corrections (Section 10.4.4) and error weighting
in the track-supercluster combination (Section 10.4.5). The different “classes” influence the
electron isolation (Section 10.4.6) and identification (Section 10.4.7) strategies.

10.4.1 Electron clustering

The building of electron objects is initiated by the presence of electromagnetic superclusters.

The basic “hybrid” and “island” superclustering algorithms used for electrons in the ECAL
barrel and endcaps respectively, have been described in detail already in [8] and [161]. An
essential purpose of the superclustering algorithms is to deal with the energy spread in φ.
The collection of bremsstrahlung photons is necessary to minimize the cluster containment
variations for the measurement of the primary electron energy.

The ECAL superclustering algorithms have been recently tuned to better cope with the
characteristic energy deposition patterns of low pT electrons. The minimal ET threshold
for the basic seed cluster of superclusters has been lowered from the previous default of
Eseed

T = 4 GeV down to Eseed
T = 1 GeV. This leads to considerable improvement of the

efficiency for reconstructing a supercluster for low pe
T. Considering e+e− pairs and inte-

grating over the acceptance in η, the efficiency with Eseed
T = 1 GeV reaches ≥ 99% for

pe
T ≥ 7 GeV/c, compared to an original efficiency with Eseed

T = 4 GeV varying from about
65% for pe

T = 7 GeV/c to about 93% for pe
T = 10 GeV/c.

Having lowered the supercluster seed threshold, there is a tendency for extra basic clusters,
caused e.g. by radiated photons with pγ

T > 1 GeV/c, to remain separate and form their own
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supercluster. For example, with the original φ roads for bremsstrahlung recovery extending
to ±0.2 rad in the endcaps and ±10 crystals (i.e. about ±0.17 rad) in the barrel, about 8%
of back-to-back e+e− pairs at pe

T ≥ 7 GeV/c gave three superclusters. To better collect the
bremsstrahlung and reduce, well below 1%, the probability to find a number of superclusters
in excess of the number of isolated electrons, the φ roads have been increased to ±0.3 rad in
the endcaps and ±17 crystals (i.e. about ±0.3 rad) in the barrel.

ECAL superclusters are use to drive the finding of pixel seeds for the primary electron tracks.
The new tuning of the clustering algorithm parameters for bremsstrahlung collection has, in
turn, contributed to an improvement of the cluster-driven pixel matching efficiency.

10.4.2 Electron tracking

10.4.2.1 Seed finding

The first step of track reconstruction consists of finding seeds in the pixel detector. For elec-
trons, who suffer from radiative losses, this requires dedicated strategies to preserve effi-
ciency while keeping control of fake track rates. The situation is most challenging for low pT

electron tracks.

The electromagnetic superclusters drive the finding of the first 2 track hits (“seeds”) in the
pixel detector. Such a supercluster-driven pixel seed finding strategy for the tagging of pri-
mary electron-like objects has been successfully developed in CMS for robust applications at
the High Level Trigger (HLT) [8], where fast and drastic reduction of fake background rates
is a key issue. The supercluster and pixel matching takes advantage of the fact that the en-
ergy weighted average impact point of the electron and associated bremsstrahlung photons,
as calculated using information from the supercluster in the ECAL, coincides (assuming a
successful collection of photons) with the impact point that would have been measured for
a non-radiating electron of the same initial momentum.

Hits in the pixel layers are predicted by propagation of the energy weighted mean position
of the supercluster backward through the magnetic field under both charge hypotheses to-
wards the pixel detector. A first compatible hit is then looked for in the innermost (barrel)
pixel layer within a loose ∆φ window and loose ∆z interval When a first compatible hit is
found a new estimate for the z coordinate of the primary track vertex is calculated combining
the pixel hit found and calorimetry information in the Rz plane. The predicted trajectory is
then propagated to look for a second pixel hit in the next pixel layer(s), within some narrower
∆φ and ∆z windows. More details on the supercluster-driven pixel matching algorithm can
be found in [8]. The requirements for the search of the first and second pixel hits have been
loosened with respect to the HLT to recover electron detection efficiency at low pT. The new
threshold values are given in Table 10.9.

With this loosening of the matching criteria, the efficiency of the pixel finding for single
electrons, averaged over the full ECAL barrel and endcaps η range, reaches about 90% for
electrons at pe

T = 10 GeV/c.

The 2 pixel hits found serve as seeds for the building and fitting of electron tracks in the
Silicon Tracker Detectors.
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Table 10.9: Seeding of electron tracks. Allowed ∆φ and ∆z search windows for the 1st and
2nd pixel hits of the supercluster-driven seed finding algorithm, for HLT and offline recon-
struction.

Observable Requirements
HLT level Offline Reconstruction

∆φ - 1st pixel hit 40 mrad 200 mrad
e− : [−25 mrad,+15mrad]
e+ : [−15 mrad,+25mrad]

∆z - 1st pixel hit 15 cm 15 cm
∆φ - 2nd pixel hit 2 mrad 10 mrad
∆z - 2nd pixel hit ±0.05 cm ±0.07 cm

10.4.2.2 Track building and fitting

Dedicated track reconstruction strategies are required for electrons as they are affected by
non-Gaussian fluctuations due to bremsstrahlung emission along their trajectory.

The default track reconstruction method in CMS relies on a simple Kalman Filter (KF) al-
gorithm. This has been shown [8] to be usable for high pT electrons (e.g. for applications at
HLT), provided that a tight χ2 cut is used in the trajectory building. In this way, the emphasis
is put on the early stages of the electron track evolution which contains the most significant
information on the electron initial momentum and direction from the primary vertex. A dif-
ferent approach is needed for low pT electrons and in general for detailed electron analysis.

The simple KF is equivalent to a global least-square minimization based on a linear model
for the track evolution and Gaussian fluctuations. The assumption of considering all random
fluctuations of track parameters due to material effects as Gaussian, while roughly valid
when the dispersion is mainly caused by multiple scattering processes, clearly fails for the
energy radiated in the thin layers of the tracker material. A nonlinear filter approach such as
the Gaussian Sum Filter (GSF) which had been studied for track reconstruction in CMS [191]
can therefore in principle better describe the propagation of electrons. The GSF is a nonlinear
generalization of the KF, in which the distributions of all state vectors and errors are Gaussian
mixtures. The weights of the components of the mixture depend on the measurements.

A new optimization of electron GSF track reconstruction has been performed recently and
is described in detail in [245]. This makes use of a specific Bethe Heitler modeling of the
electron energy losses during track building when collecting matching hits in successive
silicon layers, with a tolerance of 1 layer without hits. As can be inferred from Fig. 10.21a,
the electron track hits can thus be efficiently collected up to the end of the tracking volume.

The performances for transverse momentum reconstruction is illustrated for low pe
T in Fig.

10.21b. A best measurement of the electron pT at the primary vertex is obtained from the
most probable values of the mixture of Gaussians characterizing the track state at each
tracker layer. More detailed discussions on the electron GSF tracks and measurement per-
formances at the primary vertex can be found in [245]. When compared to the simple KF
approach mentioned above, the GSF tracks are found to provide a very similar momentum
resolution and slightly improved η and φ measurements from pe

T = 5 GeV/c up to at least
30 GeV/c.

The efficiency of electron track reconstruction is shown as function of pe
T and η in Fig. 10.22.

The efficiency is found to be above 90%, except at very low pe
T (below about 10 GeV/c), in
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Figure 10.21: Track reconstruction performances for electrons of pe
T = 10 GeV/c : a) number

of collected hits for tracks reconstructed using the Gaussian Sum Filter (solid histogram), the
default Kalman Filter (dashed histogram) and the HLT electron Kalman Filter (dash-dotted
histogram); b) reconstructed pT for Gaussian Sum Filter tracks as obtained from the most
probable value (full histogram) and the weighted mean (dashed histogram) of the Gaussian
mixture.
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Figure 10.22: Electron track reconstruction efficiency : a) as a function of pe
T , averaged over

the full η range of the ECAL barrel and endcaps (full line), or the range of the ECAL barrel
only (dotted line); b) as a function of |ηe| for a uniform distribution in pe

T between 5 and
50 GeV/c. The performances combine effects from supercluster-driven pixel seed matching
and a Gaussian Sum Filter trajectory building and fitting.
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the transition region between the ECAL barrel and endcap (around |η| = 1.5), and towards
the edge of the acceptance. at largest η.

One of the great benefit of the GSF tracks comes from the combined facts that hits are col-
lected efficiently along the full trajectory through the tracker volume, and that meaning-
ful track parameter errors are available at both track ends. Thus, a good estimation of the
electron track parameters at ECAL entrance is made available. But most importantly, the
fractional amount of momentum carried away by bremsstrahlung photons can be evaluated
from the outermost and innermost track parameters, each obtained e.g. using the weighted
mean of Gaussian mixtures [245]. This is illustrated in Fig. 10.23.
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Figure 10.23: Sensitivity of the Gaussian Sum Filter electron track reconstruction to radiated
bremsstrahlung energy using the weighted mean of the Gaussian mixture: a) momentum pin

evaluated at the vertex (full histogram) and pout at the position of the outermost hit (dashed-
dotted histogram) for pe

T = 10 GeV/c; b) difference pin−pout against the total energy radiated
in the tracker volume.

This will find major applications in distinguishing various electron patterns, to improve
electron energy measurements and electron identification. In particular, classes of “low-
radiating” electrons can be defined in a novel way and used for ECAL inter-calibration and
absolute calibration purposes (Section 4.4).

10.4.3 Electron classes

Tracking and calorimetry observables can be found which are, on event-by-event, sensitive
to the integral amount of radiated energy, to the bremsstrahlung emission pattern along the
electron trajectory, or to effects induced by energy lost in the tracker material. Using such
observables for the separation of the electron population into distinct classes, will allow to
better disentangle the non-Gaussian sources of fluctuations of the ECAL supercluster energy
containment and tracker momentum measurement. Distinct track-supercluster patterns will,
in general but especially at low pe

T, imply different energy-momentum measurement errors
(Section 10.4.4) and different electron identification performances (Section 10.4.7).

A set of electron classes was introduced in [245]. A useful measurement of the amount of
bremsstrahlung is obtained by the relative difference between the momentum measured
at the last point (pout) on the electron track and the momentum measured at the origin
(pin). The φ match between the reconstructed track and the supercluster is sensitive to the
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bremsstrahlung collection. The matching between the total energy Esc collected by the su-
percluster with the momentum measured at the track origin is sensitive to the energy lost in
the tracker material. These and other observables are used to separate “well measured” and
“badly” measured electrons in a sequence described in the following.

The most precisely measured electrons fall in the category:

• golden electrons. This class represents electrons least affected by radiation emis-
sion, with a reconstructed track well matching the supercluster and a well be-
haved supercluster pattern. It is defined as:

• A supercluster constituted by a single “seed” cluster (i.e. without ob-
served bremsstrahlung subcluster);

• A measured bremsstrahlung fraction fbrem = (pin− pout)/pin below 0.2;
• A φ matching between the supercluster position and the track extrapo-

lation from last point within ± 0.15 rad;
• An Esc/pin value in excess of 0.9.

The “golden” electrons are dominantly truly “low radiating” electrons for which all mea-
surement issues greatly simplifies. The usage of a subset of golden electrons originating
from high statistics physics processes like single W and single Z production at the LHC has
been considered for in situ energy calibration of the ECAL crystals (Section 4.4).

But other classes of electrons can also be very well measured and identified. On event-by-
event, this is irrespective of the total amount of bremsstrahlung radiated away. Electrons
which fail to satisfy the golden electron requirements might be accepted as:

• big brem electrons. This class contains electrons with a good energy-momentum
matching between the supercluster and the electron track at origin, a well behaved
supercluster pattern, and no evidence of effects from secondary photon conver-
sion despite a very large measured bremsstrahlung fraction. Electrons for which
all the bremsstrahlung is radiated in a single step, either very early or very late
when crossing tracker silicon layers, can fall in this category. The class is defined
as:

• A supercluster constituted by a single “seed” cluster;
• A fbrem above 0.5;
• An Esc/pin value between 0.9 and 1.1.

A complementary set of electrons, still with a good energy-momentum (at origin) matching,
but which fails some criteria for golden and big brem can fall in the category:

• narrow electrons. In this intermediate class, electrons have a significantly large
bremsstrahlung fraction but not has high as for big brem, a rather well behaved
supercluster (i.e. the bremsstrahlung has been merged in 1 cluster), but, as for big
brem, a relaxed track-supercluster geometrical matching. It is defined as:

• A supercluster constituted by a single “seed” cluster;
• An Esc/pin value between 0.9 and 1.1;
• A measured bremsstrahlung fraction and/or a φ matching outside the

range of golden and big brem electrons.

Finally, the remaining electrons (“bad”) electrons are classified as:
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• showering electrons. This class contains electrons which failed to enter any of
the above classes. This will be very likely for instance in cases of secondary con-
version of some early radiated bremsstrahlung for electrons having radiated large
fraction of their initial energy. The class includes electron supercluster patterns
involving an identified bremsstrahlung subcluster, or cases where a bad energy-
momentum E/p matching is observed.

The fraction of the initial electron population falling in the different classes as a function of
|η| is shown in Fig. 10.24a for a sample of single isolated electrons. The shape of the distribu-
tion for the showering class clearly reflects the material budget η distribution. Conversely,
the probability to observe golden electrons is, as expected, anti-correlated with the material
budget. Overall, about 20% of the electrons are observed in the golden class while showering
electrons represent more than 50% of the population. For simplicity, the electrons impacting
in the vicinity of ECAL inter-module or supermodule borders of the barrel have not been
included here. Such electrons are collected in a separate class and are susceptible of requir-
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Figure 10.24: Classes of track-supercluster patterns and energy scale corrections for electrons
uniformly distributed in energy between 5 and 100 GeV : a) fraction of population in the
different classes as a function of |ηe|; b) mean of the raw reconstructed supercluster energy
Erec normalized to the generated electron energy Ee as a function of the number of crystals
of the seed cluster having a signal above 2σnoise, in the η range of the ECAL barrel.

ing specific treatment. Whether or not an electron depositing energy near a “crack” can be
measured with precision is evaluated by an algorithmic procedure described elsewhere [8].

10.4.4 Electron energy scale corrections

The electron energy measurement provided by the superclustering algorithm is obtained by
simply adding the contributions from the energy deposits in each crystal. The φ spread of the
energy deposition in the ECAL, and hence the energy containment of the supercluster, will in
general depend on the pattern of bremsstrahlung emission and on pe

T. The variations of the
supercluster energy containment associated to bremsstrahlung collection can be correlated
with the volume of the shower integration, as measured approximately by the number of
contributing crystals. The Fig. 10.24b shows the energy response in the ECAL barrel as func-
tion of the number of crystals in the seed cluster of the supercluster which have energy above
2 standard deviations of the electronic noise. Electrons from golden, big brem and narrow
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classes all follow the same universal dependence. More details are provided in [245] where
similar results are obtained for electrons in the η range of the ECAL endcaps. There, the
electron energy is obtained by adding energy deposited in the preshower detector to the cor-
rected ECAL supercluster. In the case of showering electrons for which the bremsstrahlung
recovery is not fully efficient and which are affected by a significant fraction of energy lost
in the tracker material, the correction based on f(Ncry) must be complemented by a residual
parametrized η-dependent correction.

An example of the reconstructed energies for each electron classes, before and after correc-
tions, is shown in Fig. 10.25 for electrons measured in the ECAL barrel and endcap and with
generated energy Ee in the range 5 to 100 GeV.
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Figure 10.25: Distributions of the (a)(c) raw and (b)(d) fully corrected reconstructed energy
Erec normalized to the generated energy Ee, for electrons uniformly distributed in energy
between 5 and 100 GeV. The distributions are shown separately for the η range of (a)(b) the
ECAL barrel and (c)(d) ECAL endcaps, and for the different track-supercluster patterns. In
the range of the endcaps, Erec includes the energy deposited in the preshower detectors.

Besides the proper normalization of the energy response, the corrected energy distributions
are slightly narrower, more symmetric and Gaussian than the uncorrected one. Overall, the
effective RMS resolution improves by about 5% in the η range of the barrel 10% in the range
of the endcaps. Different energy measurement errors are obtained for the different electron
classes [245].
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10.4.5 Track-cluster combination

10.4.5.1 Track-cluster matching

In a ”pre-selection” step, a loose geometrical and energy-momentum matching is imposed
between the reconstructed electron track and the corresponding supercluster. This comple-
ments the loose track-supercluster matching which is implicitly built in the supercluster-
driven pixel seed finding described in section 10.4.2.1. The “electronicity” of the candidate
electrons is further re-enforced by setting an upper threshold on the fraction of the electron
supercluster energy collected in the hadron calorimeter.

Thus, electron candidates can therefore be pre-selected as:

• a reconstructed electron track initiated by the reconstruction of a supercluster in
the ECAL matched with hits in the pixel detector;

• an energy-momentum matching between the supercluster and the track,Erec/pin <
3;

• an η geometrical matching |∆ηin| = |ηsc − ηextrap.
track | < 0.1, where ηsc is the super-

cluster η position and ηextrap.
track is the track pseudorapidity at the closest position to

the supercluster position;

• a φ geometrical matching |∆φin| = |φsc − φextrap.
track | < 0.1, where φsc is the super-

cluster φ position and φextrap.
track is the track φ position at the closest position to the

supercluster position;

• a ratio of the energy deposited in the HCAL tower just behind the electromagnetic
seed cluster over the energy of the seed cluster H/E < 0.2.

The efficiency of such pre-selection, can be evaluated for illustration from a sample of iso-
lated electrons obtained from the final state in single production of Standard Model Higgs
bosons decaying via H → ZZ(∗) → 4e. It reaches a plateau around 93% for central η values.
The pre-selection entails a drop of efficiency of about 3 to 5% depending on η when com-
pared to electron track reconstruction efficiencies alone. A more severe drop of efficiency of
about 20% occurs around |η| ' 1.5 due to a deterioration of the track-supercluster matching
in the transition range between the ECAL barrel and endcaps.

10.4.5.2 Combination of energy and momentum measurements

The corrected energy measurement Erec provided by electromagnetic calorimeter can be
combined with the tracker momentum measurement prec to improve the estimate of the elec-
tron momentum at the interaction vertex.

The improvement is expected to come both from the opposite behaviour with Ee (or pe
T)

of the intrinsic calorimetry (σE/E) and tracking (σpT/pT) fractional resolutions, and from
the fact that prec Erec are differently affected by the bremsstrahlung radiation. This latter
point is illustrated in Fig. 10.26 for electrons in the η range of the ECAL barrel. Similar
plots are obtained in the η range of the endcaps [245]. Cases with Erec/prec > 1 are almost
always due to an underestimation of the track momentum. An early emission of a large
amount of radiation along the electron trajectory is likely to lead to an underestimate of the
initial momentum by a track reconstruction algorithm. Cases with Erec/prec < 1 can be due
either to an underestimate of the true energy by the calorimetry measurement (e.g. due to
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Figure 10.26: Correlations between ECAL energy and tracker momentum measurements in
the η range of the barrel: a) corrected supercluster energy Erec normalized to the generated
energy Ee as a function of Erec/Prec ; b) reconstructed track momentum at vertex Prec nor-
malized to the generated momentum P e as a function of Erec/Prec .

energy lost from the conversion of secondary photons) or to an overestimate of the true initial
track momentum. Otherwise, the tracking and calorimetry measurements are always both
providing a good measurement when Erec/prec ' 1.

For electrons pe
T below ≈ 30 GeV/c the different electron classes determine the weight of

the tracking and calorimetry information for the combined measurement of the energy-
momentum. The energy resolution observed for different electron classes is illustrated in
Fig. 10.27a. The best precision is obtained with golden and narrow electrons. The resolution
for big brem electrons is only slightly degraded. In contrast, the showering electrons suf-
fer from a severe deterioration of the resolution due to fluctuations of the energy lost in the
tracking material and fluctuations of the supercluster energy containment.
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The electron energy is finally determined by combining the corrected electron supercluster
measurement E, the electron track momentum p, and their associated errors. In cases when
|E/p− 1| < 2σE/p, it is is taken as the weighted mean of E and p with weights defined as the
normalized inverse of the variance of each measurement. Otherwise, E alone is used when
E/p > 1 + 2σE/p or for E > 15 GeV when E/p < 1 − 2σE/p, while p alone is used for E <
15 GeV, whenE/p < 1−2σE/p. The effective RMS resolution obtained from combined track-
supercluster is illustrated in Fig. 10.27b and compared to the separate ECAL and tracker
measurements. The precision is clearly improved with the combined estimate for energies
between about 10 and 25 GeV.

10.4.6 Electron isolation

Lepton isolation can be imposed as a simple and powerful means of suppressing QCD back-
ground in multi-lepton physics channels at the LHC.

For electrons in CMS, the simplest and most powerful isolation criteria is obtained from
tracks originating from a common (primary) vertex. Using track measurements at a pri-
mary vertex for the electron isolation avoids the complication due to the severe external
bremsstrahlung, photon conversion, and early showering in the tracker material. It more-
over allows to postpone the question of the identification of possible internal bremsstrahlung
photons, associated to final state electrons, which might appear in the ECAL within an isola-
tion cone. Track-based electron isolation must normally be complemented by electron iden-
tification requirements.

As an example of simple track isolation criteria, all tracks having pT > 1.5 GeV/c are con-
sidered in an η − φ isolation cone of radius Rcone =

√
(∆η)2 + (∆φ)2 centred on the recon-

structed electron. The tracks are further required to have |∆IPL| < 0.1 cm, where ∆IPL is
the difference between the longitudinal impact parameter and the z position of the primary
vertex. The electron isolation variable is then defined as the sum of the pT of all the tracks
satisfying these requirements (excluding the electron track), divided by the electron pT.

The performances of such a track-based electron isolation is illustrated in Fig. 10.28a by con-
sidering the suppression of the tt̄ background to the Standard Model Higgs boson in the
channel H → ZZ∗ → e+e−e+e−. The observation of 4 isolated electrons is imposed. The
efficiency for the Higgs signal after preselection is plotted as a function of the rejection ob-
tained against the tt̄ background.

A further requirement can be imposed on the normalized transverse impact parameter (IPT /
σIPT

) to further refine the selection of primary electrons. This is illustrated in Fig. 10.28b
again for the Higgs channel in 4 electrons compared to the tt̄ and Zbb̄ backgrounds when
involving electrons from semi-leptonic b decays.

10.4.7 Electron identification

Electron identification makes use of a complete set of “electronicity” estimators. These are
combined to establish full compatibility of the observations with expectations from single
electrons. The performance (efficiency, rejection power, purity) of this identification depends
of course on the degree of isolation imposed on the electron candidates and on the nature
of the considered background. It also depends on the quality requirements imposed on the
electron objects themselves. The identification and rejection performances will in general
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Figure 10.28: Selection of isolated primary electrons. a) Signal efficiency versus background
rejection power from electron track isolation alone for SM Higgs 4e signal and tt̄ back-
ground, for various track isolation parameters and cone sizes. b) Distribution of the normal-
ized transverse impact parameter Ip/σIp for electrons from the SM Higgs boson decaying in
H → ZZ∗ → e+e−e+e− and for electrons from b jets in tt̄→W+W−bb̄ and Zbb̄ background.

vary, in particular at low pe
T, with the electron class. The ”well measured” and the ”badly

measured” electrons are likely to be differently affected by possible fake background sources.
Finally, the distinction between multi-clusters and single cluster electron patterns is expected
to play an important role in the separation of electron from ”fake” electrons in QCD jets
formed by overlapping particles

Figure 10.29 shows some typical distributions of electron identification variables exhibiting
different characteristics for different electrons classes. They are shown both for a sample of
real isolated electrons and for ”fake” electrons from a sample QCD di-jets enriched in events
which would pass the Level 1 electromagnetic trigger of CMS [245]. From such distributions,
one arrives at a prescription on the use of identification variables depending on the different
electron classes:

• the σηη shape variable is discriminating for all electron classes;

• H/E and ∆ηin and ∆φin with track parameters at the vertex and using superclus-
ter energy and η and φ positions are discriminating for all electron classes, with a
slight loss of discriminating power for Showering electrons;

• σφφ and Σ9/Σ25 shower shape variables involving φ projection gives discriminat-
ing power for all but Showering electrons;

• E/pin with track parameters at the vertex and using supercluster energy and
E/pout with track momentum from the outermost track position and energy from
the electron sub-cluster are more discriminating for the Showering class;

• ∆φout with track momentum from the outermost track position and energy from
the electron sub-cluster discriminating only for Golden electrons.

Using for instance a simple sequence of cuts adapted to each pre-selected electron class, an
absolute overall jet background fake rate efficiency at the level of 6× 10−4 is obtained while
keeping efficiency on electrons of pT from 5 to 50 GeV/c at the level of 90%.



10.4. Electron reconstruction and selection 403

H/E
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

a.
u.

-310

-210

-110

1
golden

showering

jets (all classes)

25Σ9/Σ
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

a.
u.

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16
golden

showering

jets (all classes)

)2 (radφφσ
0 0.01 0.02 0.03 0.04 0.05

a.
u.

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14
golden

showering

jets (all classes)

in/PrecE
0 0.5 1 1.5 2 2.5 3

a.
u.

0

0.05

0.1

0.15

0.2

0.25

0.3

golden

showering

jets (all classes)

in
η∆

0 0.005 0.01 0.015 0.02

a.
u.

-310

-210

-110 golden

showering

jets (all classes)

  (rad)
in

φ∆
0 0.02 0.04 0.06 0.08 0.1

a.
u.

-310

-210

-110
golden

showering

jets (all classes)

out/PrecE
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

a.
u.

-310

-210

-110

golden
narrow
big brem
showering
jets (all classes)

 (rad)
out

φ∆
0 0.005 0.01 0.015 0.02 0.025 0.03

a.
u.

-310

-210

-110

golden
narrow
big brem
showering
jets (all classes)

Figure 10.29: Distributions of electron identification observables in the η range of the ECAL
barrel . The distributions of shower shape and track-supercluster matching observables are
shown for different classes of electrons. Electrons uniformly distributed in pe

T between 5
and 50 GeV/c are compared to ”fake” electron candidates found in jets from a QCD di-jet
background generated in the range 25 < p̂T < 170 GeV/c.



Chapter 11

Jets and Missing Transverse Energy

The huge QCD cross section (Fig. 11.1) ensures that jets will dominate high-pT physics at the
LHC. Jets will not only provide a benchmark for understanding the detector, but will also
serve as an important tool in the search for physics beyond the standard model. Event sig-
natures for SUSY, Higgs boson production, compositeness, and other new physics processes
require accurate reconstruction and measurement of jets coming from high-pT quarks and
gluons [246]–[249]. The problems with associating a jet measured in a calorimeter with a
scattered parton is an old, persistent problem in hadron collisions [250]–[256]. Jet energy res-
olution and linearity are key factors in separating signal events from backgrounds. Missing
transverse energy resolution, which historically has played an important role in the discover-
ies of the W boson and the top quark and the search for new phenomena at hadron colliders,
is closely related to the calorimeter jet energy response.

A detailed description of the calorimeter response, including pulse shape, digitization and
zero suppression have been simulated with high statistics. Monte Carlo simulation sam-
ples of fully simulated events at the detector level have been used to study jet and missing
transverse energy response. The calibration procedures described in Chapter 5, together
with these simulations, give an idea of the jet and missing transverse energy performance at
startup. The commissioning phase of the detector will have a tremendous impact on under-
standing the calorimeter reponse and will help to refine plans for data-driven calibrations
and jet energy scale determination.

11.1 Tower definition and thresholds
Readout cells in HCAL are arranged in a tower pattern in η, φ space, projective to the nominal
interaction point. The cells in the barrel region have segmentation of ∆η × ∆φ = 0.087 ×
0.087, becoming progressively larger in the endcap and forward regions. Since the ECAL
granularity is much finer than HCAL, calorimeter towers (ECAL plus HCAL) are formed
by addition of signals in η, φ bins corresponding to individual HCAL cells. In total there
are 4176 such towers, which when unfolded, may be represented in a familiar “lego” plot
(Fig. 11.2).

The towers are used as input to several jet clustering algorithms. The energy associated with
a tower is calculated as the sum of all contributing readout cells which pass the online zero-
suppression threshold and any additional offline software thresholds. For the purpose of jet
clustering, the towers are treated as massless particles, with the energy given by the tower
energy, and the direction defined by the interaction point and the center of the tower.

404
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Figure 11.1: Inclusive jet cross section vs. jet transverse energy at the LHC compared with
the Tevatron [257]. The cross section is 7 orders of magnitude greater at the LHC than at the
Tevatron kinematic limit, and the luminosity will also be more than 2 orders of magnitude
greater.

Optimum performance of higher-level objects reconstructed from calorimeter towers re-
quires careful selection of these inputs because calorimeter noise contributions can have
significant impact on the reconstruction of low-ET jets. Various schemes of suppressing
contributions of noise and pile-up to jet energies have been studied in detail [258], based on
simulation of calorimeter response as implemented in ORCA. These studies include variation
of thresholds on the towers as well as the individual cells which constitute towers.

Usually either a transverse energy cut ET > 0.5 GeV or ET > 0.5 GeV and energy cut
E > 0.8 GeV (scheme T) were applied to all towers used in jet reconstruction. While both
approaches give similar results for high-ET jets, the latter scheme eliminates more noise in
the central η region, and is hence preferred for jet reconstruction at low ET.

To further refine the noise rejection, energy thresholds applied to individual cells were inves-
tigated. It is a natural choice as the noise contribution depends on the type of the calorimeter
compartment. HCAL cells show discrete ADC readout patterns (Fig. 5.8), with 1 ADC count
corresponding to approximately 250 MeV in HB and HO, and 400 MeV HE. This quantiza-
tion must be taken into account when setting thresholds. Three schemes referred to as A, B,
and C in Table 11.1 were designed to increment the thresholds on HCAL cells in steps of an
ADC count. As an example, the scheme A retains 1.4 GeV of noise in the R = 0.5 cone at
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Figure 11.2: The η, φ segmentation of the CMS hadron calorimeter.

η = 0. In comparison, the tower-threshold scheme T has 0.6 GeV of noise, and 2.8 GeV more
loss of jet energy on average in the QCD jet sample generated with p̂T > 40 GeV/c (where
p̂T is the parton pT in the 2 → 2 scattering process in PYTHIA).

Table 11.1: Cell energy threshold schemes. Values are given in GeV. ΣEB (ΣEE) are thresholds
on the total EB (EE) energy of all contributing ECAL crystals in a tower. NIC is the average
noise-in-cone energy and JEL is the energy loss in a jet relative to scheme A for R = 0.5.
NIC is measured in a noise sample and JEL is measured in a QCD40 sample without noise
or pile-up included in the simulation. ΣET is the total transverse energy in the calorimeter.

Scheme Thresholds NIC JEL NIC JEL ΣET ΣET

HB HO HE ΣEB ΣEE η ' 0 η ' 0 η ' 2 η ' 2 noise QCD
A 0.7 0.85 0.9 0.2 0.45 1.4 – 1.1 – 28 168
B 0.9 1.1 1.4 0.2 0.45 0.3 1.0 0.4 2.7 6 162
C 1.2 1.3 1.8 0.2 0.45 0.2 1.9 0.3 5.2 4 158

The individual cell energy threshold schemes A and B decrease the noise to a manageable
level while losing minimal amount of real energy. These 2 schemes should be used for noise
suppression online or in future jet reconstruction and physics studies.

To compare jet reconstruction efficiencies for different threshold schemes, the minimum
value of reconstructed jet ET has been adjusted to give 50% efficiency at 20 GeV for each
scheme separately; this procedure is intended to compensate for differences in the calibra-
tions. These (uncorrected) jet thresholds are shown in Fig. 11.3 a as a function of generated jet
ET where the efficiency condition is imposed. The resulting efficiency curves (Fig. 11.3 b) are
remarkably similar in shape indicating that the corresponding jet resolutions for the different
threshold schemes are similar.
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Figure 11.3: Left) Jet ET threshold needed to reconstruct jets with 50% efficiency for the
tower threshold scheme (T) with E > 0.8 GeV and ET > 0.5 GeV. Right) Jet efficiency curves
for different threshold schemes and central η.

11.2 Jet algorithms
The first jet algorithms for hadron physics were simple cones [250, 259]. Over the last two
decades, clustering techniques have greatly improved in sophistication. Three principal jet
reconstruction algorithms have been coded and studied for CMS: the iterative cone [260], the
midpoint cone [261] and the inclusive kT jet algorithm [262, 263]. The midpoint-cone and kT

algorithms are widely used in offline analysis in current hadron collider experiments, while
the iterative cone algorithm is simpler and faster and commonly used for jet reconstruction
in software-based trigger systems.

The jet algorithms may be used with one of two recombination schemes for adding the con-
stituents. In the energy scheme, constituents are simply added as four-vectors. This produces
massive jets. In theET scheme, massless jets are produced by equating the jet transverse mo-
mentum to the ΣET of the constituents and then fixing the direction of the jet in one of two
ways: 1) sin θ = ΣET/E where E is the jet energy (usually used with cone algorithms), or 2)
η = ΣETiηi/ΣET and φ = ΣETiφi/ΣET (usually used with the kT algorithm). In all cases
the jet ET is equal to pTc.

The inclusive kT algorithm merges, in each iteration step, input objects into possible final jets
and so the new jet quantities, the jet direction and energy, have to be calculated directly dur-
ing the clustering. The cone jet algorithms, iterative and midpoint, group the input objects
together as an intermediate stage and the final determination of the jet quantities (recombi-
nation) is done in one step at the end of the jet finding.

11.2.1 Iterative cone

In the iterative cone algorithm, an ET-ordered list of input objects (particles or calorimeter
towers) is created. A cone of size R in η,φ space is cast around the input object having the
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largest transverse energy above a specified seed threshold. The objects inside the cone are
used to calculate a “proto-jet” direction and energy using the ET scheme. The computed
direction is used to seed a new proto-jet. The procedure is repeated until the energy of
the proto-jet changes by less than 1% between iterations and the direction of the proto-jet
changes by ∆R < 0.01. When a stable proto-jet is found, all objects in the proto-jet are
removed from the list of input objects and the stable proto-jet is added to the list of jets. The
whole procedure is repeated until the list contains no more objects with anET above the seed
threshold. The cone size and the seed threshold are parameters of the algorithm. When the
algorithm is terminated, a different recombination scheme may be applied to jet constituents
to define the final jet kinematic properties.

11.2.2 Midpoint cone

The midpont-cone algorithm was designed to facilitate the splitting and merging of jets. The
midpoint-cone algorithm also uses an iterative procedure to find stable cones (proto-jets)
starting from the cones around objects with an ET above a seed threshold. In contrast to the
iterative cone algorithm described above, no object is removed from the input list. This can
result in overlapping proto-jets (a single input object may belong to several proto-jets). To
ensure the collinear and infrared safety of the algorithm, a second iteration of the list of sta-
ble jets is done. For every pair of proto-jets that are closer than the cone diameter, a midpoint
is calculated as the direction of the combined momentum. These midpoints are then used
as additional seeds to find more proto-jets. When all proto-jets are found, the splitting and
merging procedure is applied, starting with the highest ET proto-jet. If the proto-jet does not
share objects with other proto-jets, it is defined as a jet and removed from the proto-jet list.
Otherwise, the transverse energy shared with the highest ET neighbor proto-jet is compared
to the total transverse energy of this neighbor proto-jet. If the fraction is greater than f (typ-
ically 50%) the proto-jets are merged, otherwise the shared objects are individually assigned
to the proto-jet that is closest in η,φ space. The procedure is repeated, again always starting
with the highest ET proto-jet, until no proto-jets are left. This algorithm implements the en-
ergy scheme to calculate the proto-jet properties but a different recombination scheme may
be used for the final jet. The parameters of the algorithm include a seed threshold, a cone
radius, a threshold f on the shared energy fraction for jet merging, and also a maximum
number of proto-jets that are used to calculate midpoints.

11.2.3 Inclusive kT algorithm

The inclusive kT jet algorithm is a cluster-based jet algorithm. The cluster procedure starts
with a list of input objects, stable particles or calorimeter cells. For each object i and each
pair (i, j) the following distances are calculated:

di = (ET,i)2R2,

dij = min{E2
T,i , E

2
T,j}R2

ij with R2
ij = (ηi − ηj)2 + (φi − φj)2,

where R2 is a dimensionless parameter normally set to unity [261]. The algorithm searches
for the smallest di or dij . If a value of type dij is the smallest, the corresponding objects i and
j are removed from the list of input objects. They are merged using one of the recombination
schemes listed below and filled as one new object into the list of input objects. If a distance
of type di is the smallest, then the corresponding object i is removed from the list of input
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objects and filled into the list of final jets. The procedure is repeated until all objects are
included in jets. The algorithm successively merges objects which have a distance Rij < R.
It follows that Rij > R for all final jets i and j.

11.3 Monte Carlo corrections
The jet response was studied with fully simulated QCD dijet events over the range 0 <
p̂T < 4000 GeV/c [264]. Jets were reconstructed using the iterative cone algorithm (R = 0.5),
midpoint cone, and cluster-based kT techniques using the ET scheme. Comparisons be-
tween Monte Carlo simulation particle-level and reconstructed jets were made by applying
the same jet algorithm to stable particles (excluding neutrinos and muons) and calorimeter
cells, respectively. A matching criterion, based on the distance ∆R =

√
∆η2 + ∆φ2 < 0.2,

was used to associate Monte Carlo particle-level and reconstructed jets.

The data were divided into η bins where the ratio of reconstructed jet transverse energy
(Erec

T ) to the Monte Carlo particle-level jet transverse energy (EMC
T ), as a function of EMC

T

was fit using an iterative procedure [264]. Figure 11.4 shows the ratio Rjet as a function of
pseudorapidity for different generated jet pT before Monte Carlo corrections.
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Figure 11.4: The ratio of the reconstructed jet transverse energy Erec
T to the generated trans-

verse energy EMC
T as a function of generated jet η for jets with different EMC

T reconstructed
by the iterative cone R = 0.5 algorithm before Monte Carlo corrections.

11.4 Jet resolution
The jet resolution was determined from a sample of QCD dijet events with parton trans-
verse momenta (p̂T) in the range 0–4000 GeV/c generated with PYTHIA (version 6.226). The
events were fully simulated, digitized, and reconstructed assuming low luminosity condi-
tions (L = 2 × 1033cm−2s−1) [265]. The events were divided into 21 bins of p̂T with a statis-
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tics of 104 events per p̂T bin. All jets reconstructed in these events are included in the reso-
lution fits. For the purpose of evaluating the linearity of the jet response, particle-level jets
were reconstructed from all stable particles (excluding neutrinos and muons) using all 3 jet
algorithms: the iterative cone algorithm with a cone size R = 0.5, the cluster-based kT al-
gorithm, and the midpoint-cone algorithm. The ET recombination scheme was used. The
particle-level jets are required to have |η| < 5, corresponding to the full η coverage of the
calorimeters. A matching criterion based on the distance R = 0.2 in η, φ space was used to
associate particle-level and reconstructed jets axes.

The reconstructed jet transverse energy (Erec
T ) was compared to the MC generated transverse

energy (EMC
T ). The distribution of Erec

T /EMC
T was fit to obtain the resolution as shown in

Figure 11.5. The lower value of Erec
T compared to EMC

T is due in part to the fact that the
ECAL is calibrated on photons, whereas a substantial amount of jet energy deposited in the
ECAL arises from charged pions. For the lowest energy jets, the distribution of of Erec

T /EMC
T

is asymmetric and a fit is done in the vicinity of the peak position. The results of these fits
provide an MC jet correction function that may be applied to reconstructed jets.

Figure 11.5: Distribution of reconstructed jet transverse energy (Erec
T = prec

T c) divided by
particle-level generated jet transverse energy (EMC

T = pMC
T c) for generated jets in the range

105 GeV < EMC
T < 115 GeV. The jets are reconstructed with the iterative cone R = 0.5

algorithm.

The resolution plots were fitted with the following functional form:

σ

(
Erec

T

EMC
T

)
〈 Erec

T

EMC
T

〉
=

a

EMC
T

⊕ b√
EMC

T

⊕ c (11.1)

where the first term is due to fixed energy fluctuations in the cone from electronics noise,
pile-up and underlying event energy, the second term comes from the stochastic response
of the calorimeter measurements and the last term is the constant term from residual non-
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uniformities and non-linearities in the detector response. The fits were done down to a trans-
verse energies of 30 GeV in the barrel and endcap and 20 GeV in the forward region.

The resulting jet resolution for jets with |η| < 1.4 reconstructed with the iterative cone R =
0.5 algorithm is shown in Figure 11.6. The resolution curves for the barrel, endcap and
forward regions are shown in Figure 11.7. The resolution curves on the measurement of
φ and η of the jets for the barrel, endcap and very forward regions are shown in Figs. 11.8
and 11.9.

Figure 11.6: The jet transverse energy resolution as a function of the generated jet transverse
energy for barrel jets (|η| < 1.4). The cuts ET > 0.5 GeV and E > 0.8 GeV are used. The dis-
tance between generated and reconstructed jets is ∆R < 0.2. The Monte Carlo jet calibration
has been applied.

11.5 Missing transverse energy
Beginning with UA1 [266], all major detectors at hadron colliders have been designed to
cover as much solid angle as practically possible with calorimetry [3]. The primary motiva-
tion of this is to provide as complete of a picture as possible of the event, including the pres-
ence of one or more energetic neutrinos or other weakly-interacting stable particles though
apparent missing energy. Energetic particles produced in the direction of the beam pipe
make it impossible to directly measure missing energy longitudinal to the beam direction,
however, the transverse energy balance can be measured with an accuracy good enough to
help establish a physics signature involving one or more non-interacting particles. The W
boson was discovered and its mass determined to 3% with just 6 events due to the ability of
UA1 to infer the presence of 40 GeV neutrinos with a resolution of a few GeV [267]. Since the
time of the W discovery, measurement of missing transverse energy has been a major tool in
the search for new phenomena at hadron colliders [268]–[273].

Measurement of missing transverse energy vector (Emiss
T ) at the LHC will be complicated by

the presence of pile-up collisions. In CMS, measurement of Emiss
T will be further degraded by
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Figure 11.7: The jet transverse energy resolution as a function of the generated jet transverse
energy for barrel jets (|η| < 1.4), endcap jets (1.4 < |η| < 3.0) and very forward jets (3.0 <
|η| < 5.0). The jets are reconstructed with the iterative cone R = 0.5 algorithm. The cuts
ET > 0.5 GeV andE > 0.8 GeV are used. The distance between generated and reconstructed
jets is required to be ∆R < 0.2. The Monte Carlo jet calibration has been applied.

Figure 11.8: The jet φ angular resolution as a function of the generated jet transverse energy
for barrel jets (|η| < 1.4), endcap jets (1.4 < |η| < 3.0) and very forward jets (3.0 < |η| < 5.0).
The cuts ET > 0.5 GeV and E > 0.8 GeV are used. The distance between generated and
reconstructed jets is required to be ∆R < 0.2.
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Figure 11.9: The jet η resolution as a function of the generated jet transverse energy for barrel
jets (|η| < 1.4), endcap jets (1.4 < |η| < 3.0) and very forward jets (3.0 < |η| < 5.0). The cuts
ET > 0.5 GeV andE > 0.8 GeV are used. The distance between generated and reconstructed
jets is required to be ∆R < 0.2.

the difference between photon and pion response in the combined ECAL plus HCAL detec-
tors and by the bending of tracks by the 4 T magnetic field. On the other hand, the excellent
cell segmentation, hermeticity, and good forward coverage of CMS will help measurement
of Emiss

T . In spite of all these detector subtleties, the Emiss
T resolution in CMS is expected to be

dominated by calorimeter resolution as discussed in Section 11.4 [274].

11.5.1 Comparison with UA1 and CDF

The missing transverse energy vector is calculated by summing individual calorimeter tow-
ers having energy En, polar angle θn and azimuthal angle φn:

Emiss
T = Σ(En sin θn cosφnî + En sin θn sinφnĵ) = Emiss

x î + Emiss
y ĵ .

Reconstructed muons are taken into account by replacing the expected calorimeter deposit
(about 4 GeV) with the reconstructed track pT. It was observed in UA1 that the Emiss

T res-
olution was dependent on the overall activity of the event, characterized by the scalar sum
of transverse energy in all calorimeter cells (ΣET). The resolution is observed to follow the
form σ = C

√
ΣET GeV1/2 where C is a constant that depends directly on the calorime-

ter jet resolution and ΣET is the scalar sum of the transverse energy of all calorimeter hits.
For UA1, the calorimeter (jet) resolution was approximately 0.8

√
ET GeV1/2 which let to an

observed distribution of x- or y- components, Emiss
x or Emiss

y , in minimum bias events that
was Gaussian with zero mean and standard deviation σx = σy = 0.4

√
ΣET GeV1/2 [267].

The CDF experiment, which has a scintillating tile geometry similar to CMS (and a com-
pletely different magnetic field configuration compared to UA1, solenoid vs. dipole), ob-
served σx = 0.47

√
ΣET GeV1/2 in Run I [275]. From the UA1 and CDF results and the CMS
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jet resolution (1.25
√
ET GeV1/2) explained in Section 11.4, one may expect an Emiss

T resolu-
tion in CMS of σx ≈ (0.6−0.7)

√
ΣET GeV1/2 for minimum bias events with no pile-up, when

dominated by the shower fluctuations and not electronic noise [274].

11.5.2 Resolution in minimum bias events

Figure 11.10 shows the Monte Carlo simulation distributions of ΣET and Emiss
x expected in

CMS from a high statistics sample of fully reconstructed minimum bias events. In order to
compare the CMS result to what may be expected from previous experiments, it is essential to
separate out the stochastic part from the electronic noise, the latter of which can greatly effect
the observed ΣET. For a given set of calorimeter thresholds, there corresponds an offset, i.e.,
a minimum value of ΣET that will be recorded, which may be seen to be about 150 GeV in
Fig. 11.10. The Emiss

T resolution shown in Fig. 11.10 is 6.1 GeV in excellent agreement with
expectations based on a stochastic contribution of 4.8 GeV from calorimeter resolution and
3.8 GeV from electronic noise. It is important to note that at this stage, we are forming the
vector Emiss

T = Exî+Ey ĵ using ECAL cells calibrated for photons and HCAL cells calibration
for hadrons, appropriate perhaps for understanding the detector response to first collisions.
It is believed that making use of energy flow techniques such as the charged track corrections
described in Section 11.8 will ultimately improve the Emiss

T resolution.

11.5.3 Missing transverse energy resolution in QCD events

While the minimum bias events provide a good check for understanding the calorimeters,
a major background to any potential signal containing missing transverse energy will come
from QCD. The observed Emiss

T resolution is degraded in the presence of event pile-up which
results in an increase of overall activity observed in the calorimeters. Even at low lumi-
nosity (L = 2 × 1033cm−2s−1), there will be an average of 3.5 fully inelastic pile-up events
per 25 ns beam crossing (5.0 events including diffractive processes). To study the detector
Emiss

T resolution in events with hard collisions, 3× 106 QCD events were generated and fully
reconstructed. The events correspond to parton transverse momenta (p̂T) ranging from 0–
4000 GeV/c. The QCD events were all generated with low luminosity pile-up.

The QCD events with the softest collisions, 0 < p̂T < 15 GeV, were used to make a con-
nection with the resolution studies performed with the minimum bias sample. Figure 11.11
shows the observed ΣET and Emiss

x distributions in these soft QCD events. The observed
missing transverse energy resolution of 9.9 GeV is comparable to that from minimum bias
events with the addition of pile-up.

Figure 11.12 shows the reconstructed Emiss
T resolution vs. observed ΣET for both minimum

bias events (open circles) and soft QCD events having 0 < p̂T < 15 GeV/c (squares). Low-
luminosity pile-up is included in both cases. In the region of overlap between the minimum
bias and soft QCD samples (near ΣET = 250 GeV), the reconstructed transverse energy bal-
ance is in excellent agreement.

The reconstructed ΣET for QCD events is shown in Fig. 11.13. The value of ΣET is seen
to range from about 500 GeV at p̂T ≈ 65 GeV/c to 1 TeV at p̂T ≈ 340 GeV/c to 1.7 TeV
at p̂T ≈ 700 GeV/c. It is well known that Emiss

T resolution degrades in very active events
compared to the ideal case of minimum bias events; for example, the average reconstructed
missing transverse energy observed in UA1 jet events was 〈Emiss

T 〉 = 0.7
√

ΣET GeV1/2 [268]
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Figure 11.10: Top) Distribution of ΣET and Bottom) Emiss
x for minimum bias events with no

pile-up. The resolution is 6.1 GeV in agreement with expectations based on a stochastic term
of 0.65

√
ΣET GeV1/2 and a noise contribution of 3.8 GeV.

about 25% more than observed in minimum bias when scaled with ΣET. In hard-scatter
QCD events, the distributions of Ex are also no longer perfectly Gaussian. In this case, the
standard deviation of theEmiss

x distribution is used as the measure of resolution. Figure 11.14
shows the resolution for QCD events as a function of reconstructed ΣET. Note the agreement
at ΣET = 500 GeV with Fig. 11.12 which gave σx ≈ 12 GeV. The resolution at larger values of
ΣET, however, follows a steeper path which approximately scales from the UA1 result. A fit
to the resolution gives σ2 = (3.8 GeV)2 + (0.97 GeV1/2)2ΣET + (0.012ΣET)2.

The observed Emiss
T balance is directly related to the Emiss

T resolution. The observed Emiss
T

distribution, of course, by its construction has a one-sided tail. A small p̂T interval can create
a wide spectrum of Emiss

T at both generator and detector level. The reconstructed Emiss
T for

different intervals of parton-level generator p̂T are shown in Fig. 11.15. The reconstructed
Emiss

T in QCD events (with pile-up) is shown in Fig. 11.16. At ΣET = 1700 GeV, which corre-
sponds to pT ≈ 700 GeV/c jets, an average Emiss

T of about 50 GeV is observed. This number
is consistent with measurement of such jets with a resolution of 1.25 GeV1/2

√
ET. A fit to the

reconstructed missing transverse energy gives (Emiss
T )2 = (5.4 GeV)2 +(1.23 GeV1/2)2ΣET +
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Figure 11.11: Top) Distribution of ΣET and Bottom) Emiss
x for soft QCD events (0 < p̂T <

15GeV) with pile-up. The resolution is 9.9 GeV in agreement with expectations based the
study with minimum bias events.

(0.019ΣET)2.

As an additional check of detector Emiss
T performance, one may look at the resolution in a

direction orthogonal to the jet axis. By choosing this direction, the observed resolution is
independent of the reconstructed jet resolution, but rather is dominated by the underlying
event and pile-up activity. This distribution is shown in Fig. 11.17 vs. ΣET. Once again, as
expected, the resolution is comparable to that observed in soft collisions (Fig. 11.11). It is
believed that the jet calibration described in the following section will serve as the basis for
more sophisticated Emiss

T corrections and that ultimately energy flow techniques that account
for calorimeter nonlinearities, magnetic field, and good charged particle resolution from the
tracker can improve Emiss

T resolution.

11.5.4 Corrections to Emiss
T

For QCD events, where reconstructed Emiss
T is largely an artifact of detector response, it is ob-

served that correcting the jet energies (as described in the next section) does not significantly
improve the missing transverse energy resolution except in the case where the leading jets
have significantly different rapidities (and thus, much different energies). In events which
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Figure 11.12: Missing transverse energy resolution vs. ΣET for QCD soft events, 0 < p̂T <
15 GeV/c, (squares) and minimum bias events (open circles). Low-luminosity pile-up is in-
cluded in both cases.
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Figure 11.13: Distribution of ΣET observed in the detector for QCD events corresponding to
p̂T ranges (from left to right) of 20-30, 30-50, 50-80, 80-120, 120-170, 170-230, 230-300, 300-380,
380-470, 470-600 and 600-800 GeV/c.

have a large true Emiss
T , its reconstruction is underestimated due to nonlinearity of the cal-

orimeter. In this case, a jet energy correction serves to help calibrate (linearize) the missing
transverse energy scale [274].

A sample of tt̄ events was used to investigate a number of corrections to measurement of
Emiss

T in events with one or more energetic neutrinos (i.e., genuine Emiss
T ). Figure 11.18 shows

the resolution before and after jet corrections for inclusive tt̄ events vs. reconstructed Emiss
T .

For large values of reconstructed Emiss
T , we observe an improvement in resolution of nearly
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Figure 11.14: Missing transverse energy resolution vs. ΣET for QCD events with pile-up.
The fit gives a stochastic contribution of 0.97

√
ΣET.
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Figure 11.15: Missing transverse energy spectra in QCD samples that correspond to parton-
level p̂T ranges of (from left to right) 20-30, 30-50, 50-80, 80-120, 120-170, 170-230, 230-300,
300-380, 380-470, 470-600, 600-800 and 800-1000 GeV/c.

15%.

Figure 11.18 shows the error in the reconstructed missing transverse energy scale before
and after jet corrections for inclusive tt̄ events vs. reconstructed reconstructed Emiss

T . As
anticipated, the jet corrections (by design) also bring back the true missing transverse energy
scale by correcting for calorimeter particle response.
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Figure 11.16: Average reconstructed Emiss
T vs. ΣET for QCD events with pile-up. The fit

gives a stochastic contribution of 1.23
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Figure 11.17: Missing transverse energy resolution in a direction orthogonal to the jet axis
vs. ΣET of the entire event. The resolution is comparable to that observed in soft collisions.

11.5.5 Angular resolution

Figure 11.20 shows the angular resolution (φ) of the reconstructed missing transverse energy
direction from inclusive tt̄ events as a function of reconstructed Emiss

T , before and after the
corrections described in Section 11.5.4. One may see that for low values of Emiss

T , the angular
resolution is comparable to jet size, while for larger values of Emiss

T the angular resolution
approaches that of the calorimeter tower size.
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Figure 11.18: Missing transverse energy resolution before (open circles) and after jet correc-
tions (filled circles) for inclusive tt̄ events vs. reconstructed Emiss

T .
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Figure 11.19: Error in the reconstructed missing transverse energy scale before (open circles)
and after jet corrections (filled circles) for inclusive tt̄ events vs. reconstructed Emiss

T .

11.6 Jet calibration
Jet calibration takes place in 2 steps: 1) a reconstructed jet is corrected to particle-level and
2) the particle-level jet is corrected to parton-level, depending on the parton type assumed
in the analysis. The particle-level calibration corrects the reconstructed jet energy to equal
the energy of particles in a jet from the hard scatter, independently clustered by the same
algorithm and matched to the reconstructed jet. The parton-level calibration corrects the
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Figure 11.20: Error in the direction of the vector Emiss
T as a function of reconstructed Emiss

T in
inclusive tt̄ events before (open circles) and after corrections (filled circles).

energy of a particle-level corrected jet to the energy of the parton that originated the jet. Both
steps may be combined into a single correction from the reconstructed jet to the parton-level
jet (Section 11.6.3).

The particle-level calibration has 2 components: offset and response. The offset component
results from multiple interactions in the event’s bunch crossing, pile-up from interactions
from neighboring bunch crossings, the underlying event, and any residual electronic noise
after calorimeter thresholds are applied. The particle-level calibration subtracts the average
offset from the reconstructed jet. The response component results from nonlinear response
of the calorimeter to hadrons, differences in response among the calorimeter regions in η,
lower response of cracks between calorimeters, and from the different particles contributing
to the independently clustered particle-level and reconstructed jets due to magnetic field and
shower spreading effects. The particle-level calibration corrects a reconstructed jet at a given
pT and η to the average equivalent particle-level jet.

The parton-level calibration accounts for the particles from the originating parton that are
not included in the particle-level jet. This correction depends on the hadronization model
used and the type of originating parton.

Jet calibrations needs to be derived for each jet algorithm and set of algorithm parameters
and also depend on the pT spectrum of the process. The jet calibration provides an average
correction for jets reconstructed under a particular configuration and for a particular process.

11.6.1 Data-driven calibration strategy

The MC calibration technique described in Section 11.4 together with the radioactive source
calibration and test beam measurements will provide a starting point for understanding the
initial calorimeter calibration. The data, however, will provide a number of invaluable tools
which may be used to facilitate the overall calibration procedure [276, 277]. The first stage
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of the calibration will check the radioactive source calibration at the tower level, while the
second stage will check the calibration of jets.

The following procedures have been identified for verifying the calorimeter tower calibra-
tion:

• Measure noise with beam-crossing triggers to check and adjust thresholds.

• Take data without zero-suppression to study the electronic noise offset.

• Check and adjust phi symmetry with minimum bias triggers.

• Use isolated muons from W decays to compare the tower-to-tower response to
radioactive source source measurements and test beam muons.

• Compare isolated high pT charged tracks with test beam data.

The following procedures will be used to check the calibration of jets.

• Measure the effect of pile-up on clustering algorithms and thresholds.

• Use pT balance in QCD dijet events as described in Section 11.6.2 to calibrate the
jet energy scale vs. η and verify the resolution.

• Use pT balance in γ+jet events as described in Section 11.6.3 to calibrate the abso-
lute energy scale.

• Use W mass fitting in tagged tt̄ events as described in Section 11.6.5 to check and
fine tune the jet energy scale.

We expect that a 5% overall uncertainty in the jet energy scale can be achieved before in-
cluding the W mass fit. The W mass constraint discussed in Section 11.6.5 could reduce this
uncertainty to 3% for low pT jets.

11.6.2 Dijet balancing

Transverse momentum balance in QCD dijet events is a proven technique to measure relative
jet response and resolution from data. The results can be used to calibrate and test the full
CMS simulation.

Events are selected having 1 of the 2 leading jets in the region |η| < 1 (the “barrel” jet). The
other leading jet (the “probe” jet) may be at any value of η. The dijet pT is defined by

pdijet
T = (pprobe

T + pbarrel
T )/2,

We divide the data into bins of probe jet η and measure the dijet balance (b) defined by

b = (pprobe
T − pbarrel

T )/pdijet
T

The dijet relative response, defined as the fractional difference between the jet response in
the probe region and the jet response for |η| < 1, is then 2b̄/(2 − b̄), where b̄ is the mean
value of the dijet balance distribution. The dijet relative response as a function of probe jet
η is shown in Figure 11.21. A significant η dependence is expected due to tower geometry
and other instrumental effects, however, the distribution flattens when MC corrections are
applied.
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Figure 11.21: Jet response as a function of |η| for 120 GeV/c <dijet pT < 250 GeV/c. The
graphs compares raw jets (open boxes) with corrected jets (solid circles). The indicated level
of precision may be obtained on 1 hour of data taking.

Dijet balancing can be used to derive calibrations as a function of η based solely on the data.
The errors shown on the response in Figure 11.21 correspond to a QCD sample of approx-
imately 104 events. If an efficient trigger can be deployed for a pT threshold of 120 GeV/c
prescaled to an HLT rate of 2.5 Hz, calibration measurements with the precision shown in
Figure 11.21 may be made from 1 hour of data taking. One day of data taking would be
enough to calibrate the relative response of the detector to jets with a statistical error of 0.5%
in the barrel and 2% in the endcap. These data could be further used to monitor the stability
of jet response versus η, and provide daily calibrations to HLT triggers that require stable
and uniform jet response.

The jet resolution can be measured from the RMS (σB) of the dijet balance. Each of the 2
leading jets contributes to the RMS, so the single jet resolution is given by σB/

√
2. Hard

QCD radiation, generally manifested as extra jets in the event, broadens the resolution and
creates non-Gaussian tails. We reduce the effects of QCD radiation to negligible levels by
selecting events in which there are not any additional jets with pT > 0.1pdijet

T . To measure the
jet resolution in the barrel we require that both of the leading jets have |η| < 1. Figure 11.22
shows the barrel jet resolution measured with dijet balancing as a function of dijet pT, which
is comparable for both reconstructed jets and corrected jets. The statistics on the measured
resolution are what can be expected for 105 events in the indicated dijet pT range.

11.6.3 γ+jet events

Apart from higher-order initial-state effects, the direct photon produced from Compton (qg →
q + γ) and annihilation (qq̄ → g + γ) processes has a transverse momentum that is balanced
by the jet. The high resolution (≈1%) of the electromagnetic calorimeter provides an accurate
measurement of the photons and is the basis of the jet calibration procedure. The primary
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Figure 11.22: Jet resolution for |η| < 1 as a function of dijet pT.

complications of this calibration procedure come from initial-state radiative corrections and
a background of QCD dijet events where one jet is misidentified as a photon in the calorime-
ter [278].

The measured observable kjet ≡ pjet
T /pγ

T provides an approximate value for the true parton-
level calibration of the jet given by ktrue

jet ≡ pjet
T /pparton

T . The calibration constant given by
ktrue

jet is the inverse of the correction factor needed to convert the measured transverse mo-
mentum of the jet to the transverse momentum of an initial parton. In the presence of initial
state radiation, the transverse momentum balance of the photon and the parton is broken,
leading to a two-dimensional distribution in pparton

T and pγ
T (Fig.11.23a). The correlation is

symmetric along the line pγ
T = pparton

T . Thus the pγ
T − P parton

T balance is preserved by statisti-
cally averaging over events with a fixed sum in the transverse momentum of the photon and
the parton.

Calibration coefficients are determined directly in bins of pγ
T, however, the pT balance of the

γ+parton system is broken in this case. From Figure11.23b, projecting a slice of the pparton
T

distribution for pγ
T =constant shows a strongly asymmetric distribution with 〈pparton

T 〉 < pγ
T.

For the measurement of the transverse momentum of the parton, the value kjet will contain
an error from initial state radiation corresponding to ∆ = kjet − ktrue

jet = pparton
T /pγ

T − 1 . This
error is significant (6.3% for pγ

T = 100 GeV), but may be essentially eliminated by defining
calibration coefficients kjet to correspond to the peak of the pjet

T /pγ
T spectrum.

Fully simulated γ+jet events are generated with low luminosity (L = 2× 1033cm−2s−1) and
reconstructed using the iterative cone and cluster-based kT -algorithms. Quantum chromo-
dynamics dijet events in which one jet is misidentified as photon provide the main back-
ground to the calibration sample.

The selection of events at the detector level was done with tight cuts on photon isolation
(Eisol

T γ < 5 GeV), the angle between the photon and the jet (∆φγ,jet > 172◦) and on transverse
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Figure 11.23: a) Distribution of the 2D correlation between the photon and parton transverse
momenta, and b) the parton transverse momentum spectrum for a fixed photon transverse
momentum in events with direct photons.

energy of additional jets in event (Ejet2
T < 20 GeV). As a measure of the photon isolation,

the value of Eisol
T γ is defined to be the scalar sum of the transverse energy in calorimeter cells

within a cone of radius R = 0.7 in η, φ space with respect to the direction of the parton
and outside a central array of 7×7 crystals in the electromagnetic calorimeter. The sum was
computed for cells above a threshold of 0.36 and 1.8 GeV for the barrel and endcap of the
electromagnetic calorimeters, respectively, and above 2 GeV for the hadron calorimeter. A
cut on Eisol

T γ defined in this way gave a large background suppression while maintaining rea-
sonably high signal efficiency(approximately 50%). Figure 11.24 shows signal to background
ratio as a function of photon transverse energy. For Eγ

T > 150 GeV the background is sup-
pressed well below the signal level, while for Eγ

T < 40 GeV, the background dominates the
signal.

Figure 11.25 shows the predicted values for the calibration coefficients and their true values
for quark jets and QCD jets, using the iterative cone jet algorithm (R = 0.5) and a thresh-
old cut on the transverse energy of calorimeter towers, ET > 0.5 GeV. Depending on the
algorithm, algorithm parameters and calorimeter cell thresholds, there is a corresponding
steepness to the ET dependence of the calibration coefficients and a spread of their values
for quark and gluon jets. A strong ET dependence and large spread in response contributes
to the error on the calibration.

Figure 11.26 illustrates the sensitivity of calibration errors to the choice of jet algorithm.
Quark jets are less sensitive to the jet algorithm compared to gluon jets. For QCD jets, the
kT clustering algorithm produces smaller errors than the iterative cone. It should be noted
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that the range of errors on the jet calibration coefficients do not characterize the quality of jet
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algorithm. Comparing the effect of thresholds on the calorimeter cell readings, it is found
that the lower thresholds yield the most uniform calibration coefficients.
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Figure 11.26: Relative systematic errors on the calibration of quark (solid lines) and QCD
jets (dashed lines) for the iterative cone algorithm with cone radii of R = 0.5 (circles) and
R = 0.7 (triangles) and for the kT-cluster algorithm using the ET scheme (crosses) for the
following thresholds on calorimeter cells: a) Etower

T > 0.5 GeV, b) Etower > 1 GeV, and c)
Etower > 1.5 GeV.

11.6.4 Parton-level corrections

In the CDF experiment, it has been shown that total energy of particles in various cones in
the vicinity of a parton is well simulated by PYTHIA, enabling the parton energy scale to be
corrected to the particle-level jet energy scale via Monte Carlo simulation derived correction
factors (kptcl ≡ pjet

T /pparton
T ). Figure 11.27 shows these corrections as a function of quark or

gluon pT. For quark jets and a cone radius of R = 0.7, the correction to parton energy is
insignificant. The η dependence of the parton corrections are shown in Figure 11.28.

The parton level corrections are different for light quark and gluon jets. The parton level
correction for the mixture of quark and gluons (corresponding to QCD sample, for instance)
can be obtained with expression

Kq+g mixture =
f ×Kq +Kg

f + 1
, (11.2)

where f is the ratio of the number of quarks and gluons in the dataset. The parton level
correction for the any channel can be derived from the correction for quarks and gluons,
supposing the relative ratio of quarks and gluons. The determination of the relative ratio of
quarks and gluons in the data is expected to be difficult and would lead to additional system-
atic errors on the jet energy scale. The b jet has different fragmentation compared with that
from both light quarks and gluons and, thus, requires a special set of corrections. The first
estimation of the parton level corrections will be obtained from γ+jet and W→ jet + jet (via
tt̄) samples. In each of these samples, parton balance can be measured with reasonably high
accuracy. In applying the calibration, however, one needs to take into account the differences
between quark and gluon jets.
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11.6.5 Jet energy scale calibration using the W boson mass constraint in top
quark events

In the search for new physics, or when aiming for precise measurements, the knowledge of
the absolute energy scale of reconstructed jets originating from quarks is crucial. As demon-
strated in [264] one can invert the process and determine, via the well-measured W boson
mass, the absolute energy scale of reconstructed jets from the decay W → qq̄. An estimate is
made of the precision that can be obtained on the absolute jet energy scale using the hadronic
decaying W bosons in a selected sample of tt̄→ bW b̄W → bqq̄b̄µνµ events.

A study of this calibration technique using 3×106 inclusive tt̄ events has been performed [279].
With a Next-to-Leading Order cross-section of about 800 pb, this reflects 3.75 fb−1 of inte-
grated luminosity. It was found that the W+jets background contribution was negligible
after the event selection. The inclusive single muon trigger is applied as described in the
DAQ TDR [8].

As an example, the jets in the final state are reconstructed with the Iterative Cone algorithm
using an opening angle of ∆R = 0.5. Seeds for the cones where selected from all towers
above a pseudorapidity dependent energy threshold determined from the average underly-
ing event energy deposits. An initial jet calibration has been applied as taken from a Monte
Carlo study.

In order to discriminate between jets originating from the heavy b-quarks compared to the
light quarks, a b-tag probability was constructed from the combined b-tag discriminant vari-
able (Section 12.2.3). The lepton is reconstructed and identified using the methods described
in [280]. A combined likelihood ratio of several observables is determined for each muon in
the final state in order to enhance the purity of choosing the correct lepton from the leptonic
W decay. The muon having the largest combined likelihood ratio value is taken as the hard
lepton of interest.

A simple pre-selection was applied on the event requiring at least four jets with pseudora-
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pidities in the range of the tracker or |η| < 2.4 and a raw or not calibrated ET above 10 GeV.
The jets must have a flight direction through the tracker to allow for a proper performance
of the b-tagging algorithm. At least one muon is required within the tracker acceptance of
|η| < 2.4 and with a combined likelihood ratio value large than 0.01.

The event is required to have exactly 4 jets with a calibrated pT above 30 GeV/c. Exactly
two of these four jets need to have a b-tag probability larger than 60%, the remaining two
jets should not exceed a probability value of 30% . The latter two are assigned to the W
boson decay, resulting in an efficiency of 80% for choosing the correct jet combination. It
is also required that the cones of these four jets do not overlap in (η, φ) space. The recon-
structed hard lepton has to have a transverse momentum pT exceeding 20 GeV/c. The two
jets assigned to the W boson are required to have a pT smaller than 120 GeV/c and this two
jet system together with one of the two b-tagged jets should have a top quark mass below
350 GeV/c2. In order to be more robust the angle between these two light quark jets should
exceed 1 radian. For 1fb−1 and in theW boson mass window between 0 and 160 GeV/c2 this
event selection results in 713 expected signal events and 152 expected tt̄ events with different
decay channels.

From the light quark jets theW boson mass can be determined. This is shown in Figure 11.29.
The invariant W mass spectrum can be fitted with a simple Gaussian function G(mW , σ)
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and the mean value mW can be taken as an estimate of the reconstructed W boson mass.
It is observed that the estimated W boson mass does not agree with the world average,
MW = 80.426± 0.034 GeV/c2 [120].

Figure 11.29: Distribution of the W boson mass including combinatorial and process back-
grounds, together with the distribution of Eparton/Ejet obtained from simulation truth. The
background samples are rescaled to the integrated luminosity of the signal sample.

The W mass spectrum can also be constructed from jets which obtain an extra relative cali-
bration shift ∆C (in %) on their energy scale, Enew = (1 + ∆C)Ejet. The direction of the jet is
kept invariant for this rescaling procedure, while the magnitude of its momentum is rescaled
in order to keep the E/p ratio of the jet invariant. Therefore one can fit several mW spectra
with different values of ∆C. The value of ∆C which results in a fitted mW in agreement
with the precise world average MW is the best estimate of the correction needed on the abso-
lute jet energy scale for jets originating from light flavoured partons. Using this method on
MCJet pre-calibrated jets a value of ∆C = −12.9±0.4% is obtained. The result is obtained by
rescaling the event samples to an integrated luminosity equal to the one of the signal sample.

From the selected signal events one can identify the light quark jets with an angular criterion
of Ωjet,parton < 0.2 rad where Ω is the angle between the vectors of the jet and the parton
in the (θ, φ) metric. From these jets the reconstructed and pre-calibrated energy Ejet can be
compared to the generated parton energy Eparton, as shown in Figure 11.29. The average
value of (Eparton/Ejet) − 1 can be taken as the true energy scale correction to be estimated,
denoted as ∆Ctrue. This value is found to be ∆Ctrue = -12.0% . The bias can therefore be
defined as ∆Cbias = ∆C − ∆Ctrue = -0.9 ± 0.5 % . The resulting bias could be induced
by the fact that the jet energy scale correction depends on the kinematics of the W → qq̄′

decays used. Therefore extensions of this inclusive method should be studied, for example
by estimating the measured jet energy scale correction as a function of the pT of the jets.

Although the trigger requirements are not the same and there are other reconstruction as-
pects, it is safe to assume that the available statistics can almost be doubled when including
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also the W → eνe decay. Using this doubling of data, the uncertainty on the estimation of
∆C can be rescaled to an integrated luminosity of 1 fb−1 resulting in an expected statistical
uncertainty of 0.6%. The jets in the selected sample used to obtain this result have an average
transverse energy, ET, equal to 57 GeV and an average energy, E, equal to 79 GeV.

The influence of pile-up is found to be ∆C(PU-noPU) = −3.1%, estimated by using simu-
lated signal event samples with and without low luminosity pile-up collisions. This is the
average effect on the energy scale on each reconstructed jet from the inclusion of pile-up
collisions in-time with the bunch crossing containing the hard-Q2 event. With the advent
of efficient pile-up subtraction methods, the magnitude of this effect should decrease. The
influence of the combinatorial and process background is estimated from a W boson mass
spectrum with and without including the background. For both the difference in ∆C is
found to be on the level of 0.1% . Systematics arising from the applied b-tagging algorithm
will basically change this combinatorial and process background contribution and the effect
is therefore partially included in the systematic uncertainties described. The total systematic
uncertainty on ∆C is conservatively estimated to be equal to 3.1% and completely dominated
by the effect of pile-up.

A similar method using both the W boson mass and the top quark mass constraints can be
exploited to estimate the absolute jet energy scale of jets originating from b-quarks. On an
event-by-event basis one can force the 2 light quark jets from theW decay to obtain the world
average measured W boson mass. The energy scale of the b quark can then be adapted to fit
the world average measured top quark mass.

11.7 Association of jets with the signal vertex
One of the most experimentally challenging aspects of LHC physics is the issue of in time
pile-up, where minimum-bias interactions can introduce additional jets into the event. A
technique to efficiently associate jets with the signal vertex is needed to reduce the large
luminosity-dependent instrumental background from pile-up jets. The CMS tracker can pro-
vide this information by associating reconstructed charged tracks to primary vertices and to
jets. To associate a jet with a signal vertex, defined by a lepton or other high-pT tracks of in-
terest, a significant fraction of the tracks in the jet should originate from this primary vertex.

Two approaches have been investigated to test whether jets originate from the signal vertex
or not. They differ in the use of the calorimeter jet energy measurement.

• Method A:
1) The variable αjet is determined for each jet as the ratio of the sum of transverse
momenta of all tracks found inside the jet cone and having the same vertex as
the signal (by a z matching residual) to the transverse momentum of the jet as
measured by the calorimeters:

αjet =
∑
pT (track in cone)

ET (jet)
. (11.3)

2) If αjet > α0, this jet is assigned to the signal vertex.

• Method B:
1) The variable βjet is determined for each jet as the ratio of the sum of transverse
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momenta of all tracks found inside the jet cone and having the same vertex as the
signal to the transverse momentum of all tracks inside the jet cone:

βjet =
∑
pT (track associated with jet)∑

pT (track in cone)
(11.4)

2) If βjet > β0, this jet is assigned to the signal vertex.

11.8 Jet energy correction using charged tracks
It has been shown that precision charged particle tracking may be used to significantly im-
prove and linearize the jet energy resolution [252, 253]. Energy flow techniques have also
been successfully used to improve jet measurements at HERA and LEP [281, 282]). Never-
theless, such corrections can be quite complex and are expected to evolve with time as the
detector response is better understood.

An initial jet correction procedure has been identified for CMS [283, 284] which corrects for
tracks swept out of the jet cone by the 4 T magnetic field and replaces the expected calor-
imeter response for those charged tracks with the corresponding energy determined from
the more accurate tracker momentum measurement. The expected calorimeter response for
such charged tracks is based on test beam measurements and Monte Carlo simulations. This
“calorimetry-plus-tracker” correction procedure increases the jet energy since the (underesti-
mated) response from the calorimetry to charged hadrons is replaced with the corresponding
track momenta, as measured in the tracker, as well as adding the out-of-cone energy (from
charged tracks).

Samples of QCD dijet events, simulated in different bins of p̂T were simulated with PYTHIA

and digitized without simulating the underlying event and without simulating pile-up [284].
Jets are found at the generation and reconstruction levels using the iterative cone algorithm
with R = 0.5. A comparison was then made of the reconstructed jet with the Monte Carlo
generated jet. The dependence of the jet resolution on the Monte Carlo generated jet energy
(for jets generated with |η| < 0.3) is shown in Figure 11.30 for “calorimetry” jets. For com-
parison, the dependence of the ratio of reconstructed jet energy to Monte Carlo generated jet
versus Monte Carlo generated jet energy (again, for jets generated with |η| < 0.3) is shown in
Figure 11.31 for “calorimetry-plus-tracker” jets. The linearity of the response is seen to im-
prove by including track corrections to the jets. Indeed, approximately half of the resolution
improvement is a result of recovering the energy from out-of-cone charged tracks.

To illustrate the expected improvement from using the track corrections, Z ′ bosons (m =
120 GeV/c2) decaying into light quarks were fully simulated and digitized with low-luminosity
pile-up. The Z ′ mass was reconstructed from the 2 leading jets. Figure 11.32 shows the ratio
of the reconstructed to the generated Z ′ mass with, and without, the track corrections. The
ratio is 0.88 ± 0.12. Including charged-track corrections, the ratio improves to 1.01 ± 0.12,
correcting the mass scale, and improving the resolution by about 10%.

11.9 Jet reconstruction in heavy-ion collisions
Jets from heavy-ion collisions at the LHC may provide information about parton propagation
through a quark-gluon plasma. The main challenge with jet reconstruction in heavy-ion
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Figure 11.30: The jet ET resolution as a function of generated jet ET for reconstruction
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collisions is the subtraction of background arising from fluctuations of the transverse energy
flow due to the large multiplicity of secondary particles in the event [285]. Predictions vary
from 1400 to 8000 charged particles per unit of rapidity in central Pb-Pb collisions at the LHC.

The original jet finding algorithm was developed for reconstructing hard jets (ET of order 100
GeV) in heavy-ion collisions, where particles produced in a typical collision deposit trans-
verse energy up to 10 GeV in every calorimeter tower. The algorithm allows subtraction of
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the background energy due to the underlying event energy flow and identification of the
hard jets on an event by event basis. In this study, jet finding is done with the background
subtraction algorithm currently implemented in the CMS reconstruction software (ORCA).

11.9.1 Background subtraction algorithm

In heavy-ion collisions at the LHC, fully formed jets are expected to be visible for the first
time in nuclear collisions with transverse energies well over 100 GeV. A jet finding algorithm
has been developed to search for clusters above the average transverse energy flow.

• The average transverse energy of tower i (〈Ei
T〉) and its dispersion (σi) are calcu-

lated.

• All tower transverse energies are recalculated by subtracting the average tower
energy plus a factor k times its dispersion (Ei

T − 〈Ei
T〉 − kσi). If the value of the

transverse tower energy after subtraction becomes negative, it is set to zero.

• Using the corrected tower energies, jets are found with the iterative cone algo-
rithm.

• The average tower energies and dispersions are recalculated again using only
towers outside of the jets. The original tower energies are used in this calcula-
tion.

• All tower energies are recalculated by subtracting the revised average tower en-
ergy plus k times its dispersion. If the value of the transverse tower energy after
subtraction becomes negative, it is set to zero.

• Using the revised tower energies, jets are found with the iterative cone algorithm
one more time.

A factor k = 1 is used in this study to compensate the positive bias in the reconstructed
jet energy due to suppression of towers with the negative energy. This scheme gives an
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approximation for the reconstructed jet energy in Pb-Pb close to the energy obtained in pp.

11.9.2 Performance of jet reconstruction

Dijet events from pp collisions generated with PYTHIA are superimposed on 5.5 TeV Pb-Pb
events which are generated with the HIJING Monte-Carlo generator using the default setting
(quenching on) with dNch/dy|y=0 = 5000. The combined events were fully digitized.

Jet reconstruction is studied using the background subtraction algorithm described above.
The threshold for the reconstructed jet energy is set at 30 GeV. Only the highest ET jet in an
event is used for further analysis. The correlation between the reconstructed and generated
jet ET for Pb-Pb and pp events is shown in Figure 11.33. On average, the measured jet energy
in Pb-Pb collisions is the same as that in pp. In other words, the background subtraction
algorithm gives a reconstructed jet energy which is the same for pp (without background)
and for Pb-Pb (with background) interactions.
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Figure 11.33: The correlation between the average reconstructed and the generated jet trans-
verse energies in Pb-Pb (full squares) and pp (open circles) events in the barrel (left) and
endcap (right). The error bars are the dispersion of jet energy distribution.

The jet energy resolution is defined as σ(Ereco
T /EMC

T )/〈Ereco
T /EMC

T 〉, whereEreco
T andEMC

T are
the reconstructed and generated jet transverse energies. Figure 11.34 shows the jet resolution
as a function of EMC

T . The jet energy resolution is degraded by approximately 20% in high
multiplicity central Pb-Pb collisions compared to pp.

Since the azimuthal angle and the rapidity distributions of jets is of particular interest for jet
quenching observables in heavy-ion collisions, spatial resolution is important. For 100 GeV
jets, the η and φ resolutions are 0.028 and 0.032 correspondingly.

The subtraction procedure allows the identification and measurement of jets in heavy-ion
collisions using only CMS calorimeters with very high efficiency and purity. Jets recon-
structed in central Pb-Pb collisions with ET > 30 GeV, that are within ∆R < 0.25 around
the direction of the generated MC jet are considered as true QCD jets. The efficiency of jet
reconstruction in central Pb-Pb collisions is estimated as the fraction of events with such true
QCD jets among all the generated events. The efficiency of finding a true QCD jet is nearly
100% for ET = 75(100) GeV jets in the barrel (endcap) region.
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Figure 11.34: Jet energy resolution in Pb-Pb (full squares) and pp (open circles) events in the
barrel (left) and endcap (right) regions.

The purity of the reconstructed jet sample is defined as the number of events with true QCD
jets divided by the number of events with at least 1 reconstructed jet (fake or real) with
transverse energy above 30 GeV. Beyond ET = 50 GeV (75 GeV) jets, the purity is nearly
100% for the barrel (endcap).



Chapter 12

b and τ Tagging

12.1 τ tagging tools
Good τ lepton identification is very important for analyses at the LHC that involve searches
for Higgs bosons or evidence of SUSY. We describe a number of methods to identify hadronic
decays of τ leptons, so-called “τ jets,” based on τ -lepton and τ -jet properties such as life-
time, mass, small charged particle multiplicity, and the collimation and isolation of τ -decay
products. The optimal combination of these methods depends on the physics channel un-
der consideration. In general, the primary requirement for τ -jet identification, which can be
augmented by other τ -tagging methods, is the isolation of a collimated group of charged
particles in the tracker. Further details about the τ -tagging methods and High-Level Trigger
strategy descibed here can be found in [286].

The performance of the τ -tagging methods has been evaluated using a sample of simulated
single τ jets with transverse momentum pτ jet

T > 30 GeV/c distributed uniformly in φ and
in pseudorapidity up to |η| = 2.2. This sample consists only of τ jets and does not con-
tain any pp collision products coming from the underlying event. Low momentum τ jets
(pτ jet

T < 30 GeV/c) have not been considered. Dijet events generated by PYTHIA with p̂T

between 30 and 170 GeV/c (where p̂T is the parton pT in the 2 → 2 scattering process in
PYTHIA) are used to obtain rejection factors against quark and gluon jets using the τ -tagging
methods. Two leading ET Monte Carlo simulated jets in the dijet sample separated in η-φ
space by a distance ∆R =

√
(∆η)2 + (∆φ)2 >1.5 and with |η| < 2.1 are propagated through

the τ -identification criteria. The τ -tagging performance is evaluated as a function of the true
transverse energy EMC

T and the pseudorapidity of the jet. The true τ -jet transverse energy is
defined as the energy of the τ lepton decay products excluding the neutrino. The true energy
of the QCD jet is the energy of the Monte Carlo jet found using the cone algorithm (described
in Section 11.2) with a cone size 0.5. The cone algorithm uses all stable particles, excluding
neutrinos and muons, as input.

12.1.1 Tau properties relevant to τ -jet reconstruction and identification

The τ lepton decays hadronically 65% of the time, producing a τ jet. This is a jet-like clus-
ter in the calorimeter containing a relatively small number of charged and neutral hadrons.
When the pT of the τ jet is large compared to the τ mass, these hadrons have relatively small
momentum in the plane transverse to the τ -jet axis. In 77% of hadronic τ decays, the τ jet
consists of only one charged hadron and a number of π0s (so-called “one-prong” decays).
These features mean that hadronic τ decays produce narrow jets in the calorimeter.

Figure 12.1 shows the ratio r = Ereco
T /EMC

T as a function of the reconstruction cone size for

437
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the different bins of EMC
T , where Ereco

T is the transverse energy reconstructed in the calorime-
ter with the iterative cone algorithm. The thresholds on calorimeter towers, which are inputs
to the jet finder, were set at ET = 0.5 GeV and E = 0.8 GeV. The values of r in Figure 12.1 are
normalized to unity at a cone size of 0.6. Figure 12.2 shows the transverse energy resolution

Cone size
0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

M
C

T
 / 

E
R

ec
o

T
E

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

1.02

 = 30-60 GeVMC
TE

 = 120-150 GeVMC
TE

 = 200-250 GeVMC
TE

Figure 12.1: The ratio r = Ereco
T /EMC

T as a function of the reconstruction cone size for differ-
ent bins of EMC

T . The values of r were normalized to unity at a cone size of 0.6.

of τ -jets as a function of reconstruction cone size for different bins of EMC
T . For Figure 12.1
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Figure 12.2: The transverse energy resolution of τ jet as a function of the reconstructed cone
size for the different bins of EMC

T .

a cone size of 0.4 for τ -jet reconstruction with the calorimeter was chosen since it contains a
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large fraction of the τ -jet energy (more than 98 %). A cone size smaller than 0.4 leads to a
degradation of the τ -jet energy resolution as can be seen in Figure 12.2. Figure 12.3 shows
the difference between the generated and reconstructed values of the τ -jet direction com-
ponents, φ (left plot) and η (right plot), where the reconstructed jet direction is determined
using calorimeter information. These values are shown for 3 ranges of the generated τ -jet
energy. The charge of the τ lepton is positive. For jets with ET between 40 and 60 GeV, the
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Figure 12.3: The difference between the true and reconstructed values of the τ -jet direction
components, φ (left plot) and η (right plot), where the reconstructed jet direction is deter-
mined using calorimeter information. Three τ -jet energy ranges are shown which have been
determined using Monte Carlo truth information. All τ leptons used to make these plots
were positively charged.

4 T magnetic field leads to a systematic shift of ≈ 0.02 rad in the φ component of the recon-
structed τ -jet direction. The shift is reduced for jets with higher ET. The resolution in η is
slightly worse than in φ and does not depend on ET between 40 and 250 GeV.

Identification of τ -jets requires matching the jet axis determined by the calorimeter with the
jet axis determined by charged particle tracking. Figure 12.4 shows the distance, ∆R, in
η-φ space, between the direction, at the primary vertex, of the leading pT track reconstructed
with the silicon tracker and the direction of the τ jet reconstructed with the calorimeter for 3
bins of the true τ -jet transverse energy EMC

T .

A cut of 3 GeV/c was applied to the pT of the leading track. Both “one-prong” and “three-
prong” (decays to 3 charged particles) τ decays are included in the plot. The value of ∆R
does not exceed 0.1 for the range of EMC

T considered.

In the case of three-prong τ decays with 3 charged particles in the final state, the particles are
produced within a narrow cone. Figure 12.5 shows the maximum distance ∆R in η-φ space
between the leading pT charged particle and the other 2 charged particles in three-prong τ
decays, for 3 bins of the generated τ -jet transverse energy EMC

T .

The τ -lepton’s proper lifetime (cτ = 87.11 µm) and its mass (mτ = 1.78 GeV/c2) are used in
τ -jet tagging. To utilize the lifetime, either the track impact parameter or the decay vertex (for
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Figure 12.4: The distance ∆R in η-φ space between the leading pT track reconstructed with
the tracker and the direction of the τ jet reconstructed with the calorimeter for 3 bins of the
true τ -jet transverse energy EMC

T . A cut of 3 GeV/c was applied to the pT of the leading
track. Both the one- and the three-prong τ decays are included.
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Figure 12.5: The maximum distance ∆R in η-φ space between the leading pT charged particle
and the other 2 charged particles in the three-prong τ decays for 3 bins of the true τ -jet
transverse energy EMC

T .

three-prong decays) may be used. An effective mass is formed using tracks and calorimeter
clusters.
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12.1.2 Methods for τ tagging and performance

12.1.2.1 ECAL isolation

Hadronic τ decays produce localized energy deposits in the electromagnetic calorimeter.
Several variables have been examined to quantify this feature and to make use of it for τ tag-
ging and QCD jet rejection [287, 288]. The electromagnetic isolation parameter Pisol defined
as

Pisol =
∑

∆R<0.40

ET −
∑

∆R<0.13

ET (12.1)

was found to provide the best efficiency for QCD-jet rejection. The sums run over transverse
energy deposits in the electromagnetic calorimeter, and ∆R is the distance in η-φ space from
the τ -jet axis. Jets with Pisol < P cut

isol are τ candidates.

Figure 12.6 shows the τ jet identification efficiency of the ECAL isolation criterion, as a
function of EMC

T (left plot) and |ηMC| (right plot) for P cut
isol = 5 GeV/c. The efficiency is shown

separately according to the different final states of the hadronic decays of the τ lepton. The
dominant mode with 1 charged pion and 1 π0 is represented by the dashed line. Only a small
(' 5 %) variation with EMC

T is observed over a large region of transverse energies from 30
to 300 GeV. The efficiency variation versus pseudorapidity for τ decays with π0’s in the final
state follows the variation in the tracker material budget in front of the ECAL. This is due to
electrons and positrons from photon conversions in the tracker material, which contaminate
the ECAL isolation region. Figure 12.7 shows the efficiency of the electromagnetic isolation
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Figure 12.6: The efficiency of the ECAL isolation for τ jets as a function of EMC
T (left plot) and

|ηMC| (right plot) for P cut
isol = 5 GeV/c. The efficiency is shown separately for different final

states of hadronic decays of τ lepton.

criterion, for τ jets and QCD jets in different bins of true transverse energy when the value of
P cut

isol is varied. It can be concluded from Figure 12.7 that the ECAL isolation requirement can
provide a rejection factor of ' 5 against high ET QCD jets (> 80 GeV), while maintaining a
τ jet efficiency of greater than 80 %.
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Figure 12.7: The efficiency of the electromagnetic isolation criterion, for τ jets and QCD jets
in the different bins of the true transverse energy when the value of P cut

isol is varied.

An isolation requirement based on hadron calorimeter information results in worse perfor-
mance. In addition, it introduces systematic uncertainties which are larger than those for the
ECAL isolation because the energy scale is not known as precisely.

12.1.2.2 Tracker Isolation

The principle of τ -jet identification using tracker isolation is shown in Figure 12.8. The
direction of the τ jet is defined by the axis of the calorimeter jet. Tracks above a threshold of
pm
T and inside the matching cone, of Rm, around the calorimeter jet direction are considered

in the search for signal tracks. The leading track (tr1 in Figure 12.8) is defined to be the track
with the highest pT. Any other tracks in the narrow signal cone RS around tr1 and with a
z-impact parameter ztr close to the z-impact parameter of the leading track zltr

tr (|ztr − zltr
tr | <

∆ztr) are assumed to come from the τ decay. Tracks with |ztr − zltr
tr | < ∆ztr and transverse

momentum above a threshold of pi
T are then reconstructed inside a larger cone of size Ri. If

no tracks are found in the Ri cone, except for the ones which are already in the RS cone, the
isolation criterion is satisfied.

Figure 12.9 shows the tracker isolation efficiency for the τ jets (left plot) and QCD jets (right
plot) as a function of the isolation cone Ri for 2 values of the signal cone RS = 0.07 (full
symbols) and RS = 0.04 (open symbols). In order of decreasing efficiency, the symbols
correspond to EMC

T bins of 130–150, 80–110, 50–70 and 30–50 GeV. The remaining tracker
isolation parameters are: Rm = 0.1, pi

T = 1 GeV/c, ∆ztr=2 mm. The pT of the leading track
was required to be greater than 6 GeV/c. Tracks were reconstructed with the combinatorial
track finder algorithm, requiring at least 8 hits per track and a normalized χ2 <10. Jets
were reconstructed in the calorimeter with the iterative cone algorithm using a cone size
of 0.4. The reconstructed QCD jets should match the 2 leading ET Monte Carlo simulated
jets. The matching criterion requires that the distance between the reconstructed and the
Monte Carlo jet axis in the η-φ space is less than 0.2. It can be seen from Figure 12.9 that the
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Figure 12.8: Sketch of the basic principle of τ -jet identification using the tracker isolation.

tracker isolation selection can provide a rejection factor of more than 10 for QCD jets with
an efficiency of above 70% for selecting τ jets. The inefficiencies of each step of the tracker
isolation algorithm for selecting τ jets, are shown in Table 12.1. Data are given for τ jets in 2
bins with EMC

T ranges of, 30–50 and 130–150 GeV.

Table 12.1: The inefficiencies of each step in the tracker isolation algorithm for the τ jets in 2
bins of EMC

T , 30–50 and 130–150 GeV.

EMC
T ≥1 track leading track with isolation isolation

(GeV) in cone 0.4 pT > 6 GeV/c, Rm=0.1 RS=0.07 RS=0.04
30-50 7.7% 10.2% 5.2% 14.2%
130-150 4.8% 2.6% 1.0% 2.5%

τ jets consist mainly of one-prong or three-prong decays, with 1 or 3 charged particles in
the final state. The one-prong decays make up ' 77 % of all hadronic decay modes of the τ
lepton. The tracker isolation requirement is therefore naturally followed by a requirement for
there to be only 1 or 3 reconstructed tracks in the signal cone. Table 12.2 shows the efficiency
of the track counting requirement for τ and QCD jets in different bins of EMC

T . The sizes of
the isolation and the signal cones were Ri = 0.4 and RS = 0.07. It can be concluded that the
track counting criterion does not improve the suppression of QCD jet selection for events
which pass the tracker isolation criteria.

A number of tagging methods which can be applied following the isolation criteria are dis-
cussed in the following subsections. The events are preselected using the tracker isolation cri-
teria with parameters similar to the ones used by the High Level trigger: Rm=0.1, RS = 0.07,
Ri = 0.4, pi

T = 1 GeV/c and ∆ztr = 2 mm. Either 1 or 3 tracks are required in the signal cone
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Figure 12.9: The tracker isolation efficiency for τ jets (left plot) and QCD jets (right plot) as
a function of the isolation cone Ri for 2 values of the signal cone RS=0.07 (full symbols) and
RS=0.04 (open symbols). In order of decreasing efficiency the symbols correspond to EMC

T

bins of 130–150, 80–110, 50–70 and 30–50 GeV. The remaining tracker isolation parameters
are: Rm=0.1, pi

T=1 GeV/c, ∆ztr=2 mm and the leading track pT > 6 GeV/c.

Table 12.2: The efficiency of the track counting requirement for τ and QCD jets in different
bins of EMC

T .

QCD jets; EMC
T (GeV) 30–50 50–70 80–110 130–150

1 track 63 % 72 % 69 % 60 %
3 tracks 7 % 9 % 9 % 13 %
1 or 3 tracks 70 % 81 % 78 % 73 %
τ jets; EMC

T (GeV) 30–50 50–70 80–110 130–150
1 track 81 % 77 % 71 % 70 %
3 tracks 10 % 16 % 16 % 20 %
1 or 3 tracks 91 % 93 % 87 % 90 %
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and the pT of the leading track is required to be greater than 10 GeV/c. Jets are reconstructed
in the calorimeter with the iterative cone algorithm using cone size of 0.4. The reconstructed
QCD jets should match the two leading ET Monte Carlo jets as described above.

12.1.2.3 Tagging by impact parameter

This method is similar to the one used in b-jet tagging (Section 12.2.2): the jet must have
a minimum number of tracks with a significant impact parameter. Only τ jets with either
1 or 3 tracks in the signal cone are considered, since they have already passed the tracker
isolation and the track counting criteria described in the previous section. The use of an
impact parameter requirement to tag τ jets is not expected to be as selective as its equivalent
use in b-jet tagging. This is because the proper lifetime of τs is 5 times shorter than that
of b hadrons and the charged particle multiplicity in hadronic τ decays is also lower than
in b-hadron decays. The τ -jet tagging performance for jets with 1 track in the signal cone
is presented. The performance for jets with 3 tracks in the signal cone was found to be
inefficient for QCD-jet rejection.

Tracks are reconstructed using the combinatorial track finder algorithm requiring at least 8
hits per track and a normalized χ2 <10. An upper cut of 300 µm on the transverse impact pa-
rameter was applied to reject QCD jets where fake tracks have large impact parameters. It is
predominantly fake tracks that satisfy the tracker isolation requirement and the requirement
to have only one track in the signal cone. This leads to a large tail in the impact parame-
ter distribution. The fake tracks are built up from hits belonging to a number of different
charged particles. The fraction of QCD jets containing fake tracks increases with increas-
ing jet ET and η. The optimization of the upper cut on the transverse impact parameter is
shown in Figure 12.10(left plot). It displays the efficiency for selecting τ and QCD jets in
different bins of EMC

T when the upper cut on the transverse impact parameter is increased
starting from 100 µm (highest efficiency point in each set) in steps of 100 µm. At 300 µm the
efficiency for selecting τ jets is greater than 95%.

Figure 12.10 (right plot) shows the performance of τ -jet tagging with the transverse impact
parameter requirement included. The efficiency for selecting τ and QCD jets is shown for
different bins of EMC

T when the lower cut on the significance of the unsigned transverse
impact parameter (the impact parameter divided by its uncertainty) is increased, starting
from 0, in steps of 1. An upper cut of 300 µm on the transverse impact parameter is also
applied and its efficiency is included. The rejection factor for QCD jets is larger at high ET

while the efficiency for selecting τ jets is almost independent of ET.

The performance of the τ -jet tagging algorithm using a 3D impact parameter is found to be
better than when using a 2D (transverse) impact parameter, assuming a 60 µm resolution on
the z coordinate of the primary vertex position in τ jet events. For QCD multi-jet events the z
coordinate of the primary vertex position was found using the pixel vertex finder algorithm.
Figure 12.11 shows the efficiency for selecting τ and QCD jets for different bins ofEMC

T when
the lower cut on the significance of the unsigned 3D impact parameter is increased, starting
from 0, in steps of 1. An upper cut of 1 mm on the 3D impact parameter is also applied and
its efficiency is included.
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Figure 12.10: Left plot: the efficiency for selecting τ and QCD jets in different bins of EMC
T

when the upper cut on transverse impact parameter is increased, starting from 100 µm (high-
est efficiency point in each set). in steps of 100 µm. Right plot: the efficiency for selecting τ
and QCD jets in different bins ofEMC

T when the lower cut on the significance of the unsigned
transverse impact parameter is increased starting from 0 (highest efficiency point in each set)
in steps of 1. An upper cut 300 µm on the transverse impact parameter is also applied and
its efficiency is included.
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Figure 12.11: The efficiency for selecting τ and QCD jets for different bins of EMC
T when the

lower cut on the significance of the unsigned 3D impact parameter is increased, starting from
0, in steps of 1. An upper cut of 1 mm on the unsigned 3D impact parameter is also applied
and its efficiency is included.

12.1.2.4 Tagging with flight path

The life-time of the τ lepton (cτ = 87.11 µm) allows reconstruction of the decay vertices of
three- and five-prong τ decays that are well separated from the signal primary vertex. The
τ tagging algorithm requires that the flight path between the signal primary vertex and the
decay vertex of τ lepton exceed some minimum length. Tracks used by the vertex fitter are
required to be in the signal cone. The performance of tagging with the flight path require-
ment was evaluated for three-prong τ decays when 3 reconstructed tracks are found in the
signal cone. Table 12.3 shows the fraction of τ jets with a certain number of the reconstructed
tracks in the signal cone for one- and three-prong τ decays. For three-prong τ decays the

Table 12.3: The fraction of τ leptons with the indicated numbers of the reconstructed tracks
in the signal cone for one- and three-prong τ decays

1 track 2 tracks 3 tracks > 3 tracks
1-prong τ 88.4 ± 0.3 % 6.1 ± 0.1 % 4.1 ± 0.1 % 1.4 ± 0.1 %
3-prong τ 8.6 ± 0.1 % 16.1 ± 0.2 % 63.2 ± 0.4 % 12.1 ± 0.2 %

probability to reconstruct 3 tracks in the signal cone was found to be ' 63%.

Figure 12.12 (left plot) shows the reconstructed transverse flight path of the τ lepton for 2
intervals of the true transverse energy EMC

T <150 GeV and EMC
T = 150–420 GeV. The fake

secondary vertices reconstructed in the first and second barrel layers of the Pixel detector
are visible as bumps at ' 40 mm and 70 mm. The contamination of the fake vertices is
larger for more energetic τ jets where the 3 charged particles are more collimated. The 3
charged particles from the high ET τ jets can produce overlapping clusters at a pixel layer,



448 Chapter 12. b and τ Tagging

thus leading to the reconstruction of 1 hit for all 3 tracks, and forcing the vertex fitter to
reconstruct the vertex position at the location of the pixel layer.

Figure 12.12 (right plot) shows the reconstructed transverse flight path for QCD jets gen-
erated with p̂T = 80–120 GeV/c. The jets with EMC

T > 50 GeV were required to pass the
tracker isolation requirement and to have 3 reconstructed tracks in the signal cone. Fake ver-
tices produce the bump at ' 40 mm in the first barrel pixel layer as well as the tail. The gray
histogram shows the contribution of c and b quark jets in the sample. The content of c and b
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Figure 12.12: The signed transverse flight path for τ (left) and QCD (right) jets passing the
tracker isolation requirement. Three reconstructed tracks are required to be in the signal
cone. See text for more details.
jets is presented in Table 12.4 for different intervals of EMC

T .

Table 12.4: The fraction of c and b jets in QCD jets in different bins of EMC
T after the tracker

isolation and the requirement to have 3 reconstructed tracks in the signal cone.

ET bin (GeV) fraction of c jets (%) fraction of b jets (%)
30-50 13.1 ± 2.1 3.1 ± 1.0
50-70 12.3 ± 1.6 4.4 ± 1.0
80-110 13.4 ± 1.4 2.7 ± 0.6
130-150 12.4 ± 1.9 3.0 ± 1.0

The z coordinate of the primary vertex position is found with the pixel vertex finder for QCD
multi-jet events. For single τ jets the Monte Carlo value of the primary vertex z coordinate
is smeared with the resolution of 60 µm. It is found that the error in the flight path is com-
pletely dominated by the secondary vertex resolution. The Kalman, Adaptive, and Principal
vertex fitters are used for secondary vertex reconstruction, and all are found to provide the
same accuracy as the secondary vertex position. In the plane transverse to the τ -jet axis, the
resolution is between 18 and 25 µm and is independent of the τ energy for EMC

T between 30
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and 300 GeV. The resolution in the direction parallel to the τ -jet axis (σlong) depends on the
jet ET. The resolution σlong is shown in Figure 12.13 (left plot) as a function of the EMC

T for
3 vertex fitters. The resolution increases from 500 µm to ' 1.5 mm when the transverse τ -jet
energy is increased from 30 to 250 GeV.
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Figure 12.13: Left plot: the secondary vertex resolution in µm for τ jets in the direction
parallel to the τ -jet axis as a function of τ -jetEMC

T for Kalman, Adaptive, and Principal vertex
fitters. Right plot: the efficiency for the τ and QCD jets in bins of EMC

T when the lower cutoff
on the significance of the signed 3D flight path is varied. An upper cut of 35 mm on the
transverse flight path is used and its efficiency is included.

The performance of the τ -jet tagging algorithm with the flight path requirement applied was
evaluated using a Kalman vertex fitter. Figure 12.13 (right plot) shows the efficiency for
the τ and QCD jets in bins of EMC

T when the lower cutoff on the significance of the signed
3D flight path is varied. The upper cut of 35 mm on the transverse flight path was used to
suppress fake vertices; the efficiency of this cut is included in the performance plot. It can be
concluded that the rejection factor of 5 can be achieved with an efficiency of 70–80% for jets
between 30 and 150 GeV.

12.1.2.5 Tagging with mass

In this section we discuss the τ -tagging method with a constraint on the reconstructed mass
of the τ -jet, Mτ jet. After the tracker isolation criterion is applied, the τ -jet mass is recon-
structed from the momentum of the tracks in the signal cone and the energy of the clusters
in the electromagnetic calorimeter that lie within a certain cone in the η-φ space around the
calorimeter jet axis.

Figure 12.14 shows scatter plots of the transverse energy of the electromagnetic clusters,
Eem

T , and the distance ∆Rjet in the η-φ space between the calorimeter jet axis and the clusters
for the τ jets (left plot) and the QCD jets (right plot), with EMC

T between 30 and 150 GeV. The
∆Rjet and Eem

T are strongly correlated, so a constraint on one variable will sculpt the other
one. The clusters are closer to the jet axis for the τ jets than for the QCD jets and for both τ
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Figure 12.14: Scatter plots of ∆Rjet, the distance in η-φ space between the calorimeter jet axis
and the cluster, versus the transverse energy of electromagnetic clusters, Eem

T , for τ jets (left)
and for QCD jets (right) for EMC

T between 30 and 150 GeV.

and QCD jets the energetic clusters with Eem
T > 10 GeV are located mostly within the cone

of size 0.1 around the calorimeter jet axis. A cone size of 0.4 was found to be optimal for τ
tagging performance. A smaller cone size reduces the ability to distinguish τ and QCD jets
with the constraint on the Mτ jet value.

The Mτ jet calculated from the tracks in the signal cone and the clusters with ∆Rjet < 0.4
reveals a very broad distribution with a long tail, as shown in Figure 12.15 (dashed line).
This tail is due to double counting, when the clusters in the ECAL produced by the charged
particles are included in the Mτ jet calculation. These clusters are rejected by track-cluster
matching analysis, in which the cluster used for the mass calculation must be separated from
the track impact point on the ECAL surface by the distance ∆Rtrack >0.08 m. As expected,
this constraint improves the distribution, as shown by the solid line in Figure 12.15. The
large peak at zero in Mτ jet is due to the single track events with no ECAL clusters satisfying
the constraints on ∆Rjet and ∆Rtrack.

Distributions of Mτ jet for different EMC
T bins of τ and QCD jets are shown in Figures 12.16

and 12.17 where the τ jets are represented by a solid line and the QCD jets by a dashed line.
The selection efficiency of the cut Mτ jet < 2.5 GeV/c2 is presented in Table 12.5 for τ and

QCD jets in different intervals of EMC
T . The efficiency for the τ jets is almost independent

of the jet ET, while there is very strong dependence for the QCD jets: the higher jet ET the
greater the jet rejection.

12.1.2.6 Rejection of electrons

An electron which originates from the primary signal vertex will satisfy all of the τ tag-
ging criteria described above except for the impact parameter tagging criteria. To suppress
the electron-τ -jet misidentification rate in offline analysis, we require that some minimum
hadronic energy should be found in the HCAL. Two methods were evaluated and found to
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Figure 12.15: The Mτ jet distribution for τ jets when all clusters with ∆Rjet < 0.4 are taken
(dashed line) and when clusters not matched with tracks (∆Rtrack >0.08 m) are used (solid
line).
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Figure 12.16: The Mτ jet distributions for τ jets (solid line) and QCD jets (dashed line) in the
EMC

T bins of 30–50 GeV (left plot) and 50–70 GeV (right plot).
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Figure 12.17: The Mτ jet distributions for τ jets (solid line) and QCD jets (dashed line) in the
EMC

T bins of 80–110 GeV (left plot) and 130–150 GeV (right plot).

Table 12.5: The selection efficiency of the cut Mτ jet < 2.5 GeV/c2 for τ and QCD jets in
different intervals of EMC

T .

EMC
T bins (GeV) 30–50 50–70 80–110 130–150

Eff. for τ jets, % 86.32 82.27 83.02 80.76
Eff. for QCD jets, % 33.67 19.16 6.05 2.47
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provide similar performance. In the first method, electron rejection is achieved by using a
lower cutoff on the transverse energy of the hottest (maximum ET) HCAL tower belonging
to the reconstructed jet. In the second method the lower cutoff is applied to the value of
Ehadr

T /pltr
T , where Ehadr

T is the transverse energy of the τ jet measured in the HCAL only and
pltr
T is the transverse momentum of the leading track measured in the tracker. The perfor-

mance of the first method is presented below.

Figure 12.18 shows the transverse energy of the hottest HCAL tower belonging to the recon-
structed jet for an electron of pT = 35 GeV/c reconstructed as a jet (solid line) and τ jets in
2 ranges of the true τ -jet transverse energy, 40–60 GeV (dashed line) and 100–140 GeV (dot-
ted line). The cut on the measured transverse momentum of the leading track in the τ jet,
pltr
T > 10 GeV/c, was applied. The histograms in Figure 12.18 are normalized to unity, thus

showing the probability distribution per 1 GeV bin. Table 12.6 shows the efficiency of the
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Figure 12.18: The transverse energy of the hottest (maximal ET) HCAL tower belonging to
the reconstructed jet. Solid line—electron of pT = 35 GeV/c reconstructed as a jet. Dashed
(dotted) line—τ jet in the range true τ -jet transverse energy of 40–60 GeV (100–140 GeV). A
cut on the measured transverse momentum of the leading track in τ jet, pltr

T >10 GeV/c, was
applied. All histograms are normalized to unit area.

cut on the transverse energy of the hottest HCAL tower belonging to the jet for an electron
of pT =35 GeV/c reconstructed as a jet and the τ jet in 2 ranges of the true transverse energy
of the τ jet.

Muon-τ jet misidentification is not considered, since average energy losses of the muon in
the calorimeter are of order of a few GeV, therefore well below the lowest threshold on the
ET of τ jet used in the physics analyses (15–30 GeV).

12.1.3 High Level Trigger

ECAL and tracker isolation requirements are used in the High Level Trigger for τ -jet iden-
tification. The performance of τ tagging in the HLT was evaluated for the most difficult
case of triggering on the decay of the MSSM neutral Higgs boson into 2 τ leptons when
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Table 12.6: Efficiency of the cut on the transverse energy of the hottest HCAL tower (maximal
ET) belonging to the jet for the electron of pT = 35 GeV/c reconstructed as a jet and τ jet in 2
ranges of the true transverse energy of the τ jet and different cuts on transverse momentum
of the leading track (pltr

T ) in τ jet.

τ jet ET 40–60 GeV τ jet ET 100–140 GeVcut electron
pltr
T > 10 GeV pltr

T > 25 GeV pltr
T > 10 GeV pltr

T > 25 GeV
>1 GeV 0.08 0.936 0.971 0.977 0.991
>2 GeV 0.03 0.854 0.917 0.942 0.969

both τ ’s decay hadronically, thus producing 2 τ jets in the final state. In the High Level
Trigger the double τ -jet identification is needed to suppress the rate from single or double
Level-1 Tau trigger [287]. Table 12.7 shows the QCD multi-jet background rate in kHz at
L=2×1033s−1cm−2 for the Level-1 single, double, and single or double Tau triggers with the
single (double) trigger threshold 93 (66) GeV optimized in [8, 289]. The rate is shown for dif-
ferent intervals of generated QCD background transverse momentum (p̂T bins) between 30
and 300 GeV/c. The 3 p̂T bins in the interval between 50 and 170 GeV/c give the dominant
(> 90 %) contribution to the rate. Therefore these 3 bins are used to evaluate the rejection
factor obtained in the HLT with the double τ -jet tagging. The signal efficiency of the HLT
selection was evaluated for 2 masses of the MSSM neutral Higgs boson, 200 and 500 GeV/c2,
produced in association with a bb̄ quark pair.

Table 12.7: The QCD multi-jet background rate in kHz at L=2×1033s−1cm−2 for the Level-1
single, double, and single or double Tau triggers with single (double) trigger threshold 93
(66) GeV. The rate is shown for different intervals of generated QCD background transverse
momentum (p̂T bins).

Rate (kHz)
p̂T (GeV/c) cross section (fb)

single Tau double Tau single or double Tau
30-50 1.56 × 1011 0.04 0.08 0.12
50-80 2.09 × 1010 0.59 0.70 1.19
80-120 2.94 × 109 1.32 0.75 1.65
120-170 5.00 × 108 0.46 0.16 0.48
170-230 1.01 × 108 0.10 0.03 0.10
230-300 2.39 × 108 0.02 0.007 0.021
total rate 2.53 1.73 3.56

In the High Level Trigger the 2 jets are reconstructed with the calorimeter in regions given
by the first and the second Level-1 Tau jets. If the second Level-1 Tau jet does not exist in
the Global Level-1 calorimeter trigger output, the jet is reconstructed in the region of the first
Level-1 Central jet. For signal events the 2 jets selected in this way have good purity, 97 %
for the first and 82 % for the second jet; moreover the purity does not depend on the Higgs
boson mass between 200 and 800 GeV/c2.

The next step in the HLT selection is the τ tagging of these 2 jets. Two different approaches
are investigated:
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• ECAL isolation, followed by tracker isolation with the tracks reconstructed using
only the pixel detector.

• Tracker isolation with regional track reconstruction using both pixel and silicon
strip tracker layers.

The first approach is fast and gives good performance as far as the isolation algorithm is
concerned. It is therefore the preferred approach for decays with 2 taus in the final state (e.g.
A/H → ττ ) where the isolation is sufficient to reach the required background rejection factor.
The second approach is slower but gives a much more accurate estimate of the momenta of
the tracks. It is therefore useful in channels like charged Higgs boson decay to a τ lepton and
neutrino. The HLT selection of events with high missing ET must be complemented by the τ
tracker isolation and a tight cut on the momentum of the leading pT track in the signal cone
[8].

The other tagging methods previously discussed (track counting, impact parameter, flight
path, invariant mass) are not used at the High Level trigger since the isolation alone and the
cut on the pT of the leading track in the signal cone proved capable of rejecting the QCD
background to an acceptable level.

More details on the logic of the trigger system can be found in [8, 287, 290, 291].

12.1.3.1 The τ selection based on ECAL and pixel isolation

The ECAL plus pixel-track isolation in the High Level Trigger will be referred to as the
Calo+Pxl Tau trigger. In this approach, the Level-1 rate is first suppressed by a factor of
' 3 by applying the ECAL isolation to the first jet only. Figure 12.19 shows the efficiency
of the ECAL isolation for signal and QCD multi-jet background as a function of the ECAL
isolation parameter cut P cut

isol . The efficiency is shown for events which pass the Level-1 sin-
gle or double Tau trigger. A rejection factor of 3 can be achieved with P cut

isol = 5 GeV/c. The
remaining background rate is suppressed by the tracker isolation requirement, using only
the information from the Pixel detector. The isolation is applied to both jets.

With 3 pixel hits one can reconstruct tracks using the pixel detector only; such tracks are
called pixel-tracks. The algorithm used to find tracks was explained in detail in [292], here
only the most important details will be given. Pixel hit pairs from the first 2 layers (bar-
rel+barrel or barrel+endcap) are matched in r-φ and z-r to establish track candidates. The
cuts are optimized for a minimum track pT of 1 GeV/c. Valid pixel pairs are matched with a
third pixel hit forming pixel-tracks. The momentum of the pixel-tracks is then reconstructed
by making use of those 3 pixel hits without a primary vertex constraint. The number of fake
pixel-tracks in the isolation cone was found to be very low (3-4%).

Using pixel-tracks, a list of primary vertices is formed at z values where several tracks cross
the z axis. Only primary vertices with at least 3 valid tracks are kept and the position of each
vertex is estimated as the mean value of the z impact parameters of all tracks assigned to it
[292].

Pixel-tracks are then used by the isolation algorithm which was described in Section 12.1.2.2.
The leading pT track found in the cone RM = 0.1 around the calorimeter jet axis must have a
transverse momentum pLT

T higher than 3 GeV/c. The leading track from the first jet defines
the primary vertex. This selection is very pure, corresponding to the position of the true
Monte Carlo vertex in 99% of all cases. All tracks used for the jet tagging must be associated
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Figure 12.19: The efficiency of the ECAL isolation in the High Level Trigger for the signal and
the QCD multi-jet background as a function of the cut P cut
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Figure 12.20: Efficiency of Calo+Pxl trigger applied to the first jet (left plot) and to both jets
(right plot) for signal events versus efficiency for QCD multi-jet events. Two Higgs boson
masses of MH=200 and 500 GeV/c2 are shown. The isolation cone is varied from 0.2 to 0.6 in
steps of 0.05; the signal cone is 0.07; the matching cone is 0.1; and the pT of the leading tracks
must exceed 3 GeV/c.

with this vertex. In addition all tracks considered in the selection of the second jet must also
be associated with the same primary vertex that was used for the first jet. Therefore tracks
from other vertices are simply ignored.

The signal cone RS was set to 0.07 and the isolation cone Ri was varied as a free parameter
to adjust the trigger rate. Figure 12.20 shows the performance of the Calo+Pxl trigger. The
selection efficiency plotted on both axes is defined relative to the events that passed the
Level-1 single or double Tau trigger. Figure 12.20 (left plot) shows the performance for
the first jet and (right plot) the performance of the double jet tagging. The different points
correspond to different sizes of the isolation cone Ri which varies between 0.2 and 0.6. The
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Figure 12.21: Efficiency of Trk Tau trigger applied to the first jet (left plot) and to both jets
(right plot) for signal events versus efficiency for QCD multi-jet background. Two masses of
the Higgs boson, MH = 200 and 500 GeV/c2, are considered. The isolation cone is increased
from 0.2 to 0.45 in steps of 0.05, the signal cone is 0.07, the matching cone is 0.1, and the pT

of the leading tracks must exceed 6 GeV/c.

required suppression of the QCD multi-jet background of about 10−3 can be achieved with
the Ri between 0.45 and 0.50, with the signal efficiency being 0.30–0.33.

A similar study was performed previously [8], but with somewhat different conditions. In
particular, that study used a) a simpler multiple interaction model in PYTHIA; b) a different
detector simulation model with smaller electronic noise in the HCAL; c) a different strategy
to search for the second τ -jet candidate after Level-1 trigger; and d) preselection cuts at the
generator level for the signal events. Allowing for some differences, the comparisons are
satisfactory. For a Higgs boson of MH = 500 GeV/c2, for instance, the efficiency for the first
tau jet was 0.68 in a previous study [8] as compared to 0.67 obtained here for the same value
of Ri = 0.35.

12.1.3.2 The τ selection based on silicon tracker isolation

The algorithm described in this paragraph will be referred to as the ”Trk Tau” trigger. Due
to time limitations in the HLT it is not possible to perform a full tracker reconstruction of the
whole event right after the Level-1 Tau trigger. It is possible, however, to read and reconstruct
a selected part of the tracker data. The Trk Tau trigger only reconstructs those tracks confined
to the restricted regions of the interest (“regional tracking”), defined by the cone around the
calorimeter jet direction. The primary signal vertex needed in the Trk Tau trigger is obtained
using only the pixel detector in order to ensure fast reconstruction. Once the signal vertex
is found, the regional track reconstruction begins. The tracker isolation algorithm is then
applied using tracks with a z-impact parameter close to the z position of the signal vertex.

Trk Tau trigger performance.

Figure 12.21 shows the Trk Tau trigger performance in terms of the signal vs background
efficiency for the events passing the Level-1 single or double Tau trigger. The left plot shows
the efficiency for the first jet, while the right plot shows the double jet tagging efficiency. The
different points correspond to the different size of the isolation coneRi as it is increased from
0.2 to 0.45 in steps of 0.05. The matching cone is set to 0.1, the signal cone is 0.07. The leading
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Figure 12.22: Efficiency of Trk Tau trigger applied to the first jet (left plot) and to the both
jets (right plot) for signal events versus efficiency for QCD multi-jet background, using DAQ
TDR preselections for the signal. Two masses of the Higgs boson, MH=200 and 500 GeV/c2,
are considered. The isolation cone is varied from 0.2 to 0.45, the signal cone is 0.07, the
matching cone is 0.1 and the pT of the leading tracks must exceed 6 GeV/c. The DAQ TDR
results [8] are also presented in the plots.

track momentum pLT
T must exceed 6 GeV/c. The rejection factor of ' 103 against the QCD

multi-jet background can be achieved with Ri around 0.40.

Comparison with DAQ TDR

The main differences between the DAQ TDR [8] and new studies are mentioned in sec-
tion 12.1.3.1. Another source of difference is a new implementation of regional seeding and
the primary vertex reconstruction algorithm. In order to compare with the DAQ TDR re-
sults [8], the same preselections as in DAQ TDR at the generation level for the signal events
H/A→ ττ → jet jet were applied: pτ jet

T > 45 GeV/c and |ητ jet| <2.4.

Figure 12.22 compares the Trk Tau trigger performance obtained at the present time and the
DAQ TDR studies [8]. The left plot shows the efficiency for the first jet, while the right plot
shows the double jet tagging efficiency. The different points correspond to different sizes of
the isolation cone Ri varied between 0.2 and 0.45 in steps of 0.05. The efficiency for a Higgs
boson with a mass 200 GeV/c2 is in good agreement with the DAQ TDR results, while for
a mass of 500 GeV/c2 it is ' 5 % lower. In the case of the double jet tagging, this can be
explained, in particular, by ' 8% lower purity of the second jet in the present study. The
rejection factor for QCD multi-jet events is compatible, within less than 1.5σ, with the old
results. The disagreement with the leftmost point (Ri=0.45) is due to the small size of the
track reconstruction cone used in the DAQ TDR.

12.1.4 Calibration and tagging efficiency

12.1.4.1 Tau jet energy scale and calibration with calorimeter

The τ jet energy measurement with the calorimeter requires smaller energy corrections than
“normal” QCD jets. The reasons are that, first, the average transverse momentum of the
charged hadrons is higher, and second, the fraction of the electromagnetic energy in the τ jet
brought by π0s is larger. Figure 12.23 shows the τ -jet energy scale, the ratio r = Ereco

T /EMC
T ,
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as a function of theEMC
T and τ -jet pseudorapidity for different final states of hadronic decays

of τ lepton. Tau jets were reconstructed by the iterative cone algorithm with a cone size of 0.4.
The thresholds on the calorimeter towers were set toET = 0.5 GeV andE = 0.8 GeV. One can
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Figure 12.23: The ratio r = Ereco
T /EMC

T as a function of the EMC
T (left) and τ -jet pseudorapid-

ity (right) for different final states of hadronic decays of τ lepton.

see that the τ jet formed by the 3 charged pions has the lowest response in the calorimeter
in comparison to the jet containing only 1 charged and 1 or 2 neutral pions for the same
EMC

T . The drop in the response at the pseudorapidity ' 1.4 is due to the instrumentation
gap between the barrel and the endcap calorimeters.

The energy correction function was obtained from the parameterization of the EMC
T and

|ηMC| dependence of the ratio r = Ereco
T /EMC

T . Figure 12.24 shows the Ereco
T /EMC

T ratio
before and after the energy corrections were applied. The τ -jet transverse energy resolution
after energy corrections can be parameterized with formula: σ(ET)/ET = a/ET ⊕ b, where
a = 0.883 GeV and b = 0.058 for τ jets with ET between 30 and 300 GeV and pseudorapidity
less than 2.2.

The γ-plus-jet events where the jet passes the τ -identification criteria and thus becomes the
“tau-like” jet can be used to setup the initial τ -jet energy scale from the real data. In the
following we present the preliminary results. Figure 12.25 shows the ratio r = Ereco

T /EMC
T

for the unpreselected QCD jets (dashed-dotted line) , “tau-like” QCD jets (dashed line) and
the real τ jets (solid line). Both the QCD and the τ jets were reconstructed in the calorimeter
with a cone size of 0.4. The same cone size was used to evaluate the true transverse energy
EMC

T of the Monte Carlo QCD jets. The τ -jet identification includes the ECAL and the tracker
isolation with the parameters P cut

isol = 5 GeV/c, Ri = 0.4, and RS = 0.07. The 1 or 3 tracks
were required to be in the signal cone and a cut pT > 10 GeV/c on the momentum of the
leading track was applied. One can see that “tau-like” QCD jets produce a higher calorimeter
response in comparison to the non-preselected QCD jets and it is only 5–10% smaller than
the response of the real τ jets. More studies are needed to understand the sources of the
remaining difference and the calibration uncertainties.
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detailed explanation can be found in the text.

Another method to evaluate the τ -jet energy scale with the data is to use Z → ττ → ` + jet
events and reconstruct the Z mass peak. This method, however has 2 disadvantages: the
background contamination and the uncertainty of the missing ET measurement.
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12.1.4.2 Measurement of jet → τ misidentification from the data

The measurement of the jet → τ misidentification rate can be determined with the γ-plus-jet
events used for the calorimeter calibration. About 105 such events are expected in a 10 fb−1

data sample for each Eγ
T bin of size 0.1×Eγ

T, with |ηjet| < 3 and Eγ
T in the interval between

30 and 300 GeV (see Section 11.6.3). The mistagging rate can then be equated to the fraction
of events in which the jet passed the τ -jet identification criteria. Taking into account the
jet rejection factor with, for example, the tracker isolation and the mass tagging (evaluated
from Figure 12.9 (right plot) for Ri = 0.4 and RS = 0.04, and using Table 12.5) one would
expect 4-10% uncertainty in the estimated mistag rate per energy bin in the jet ET interval of
30-150 GeV with a 10 fb−1 data sample.

12.1.4.3 Measurement of τ tagging efficiency from the data

The τ -tagging efficiency can be evaluated (and compared with the Monte Carlo simulation)
from the ratio of Z → ττ → µ + jet and Z → µµ events selected by the single muon trigger
stream. It assumes that the reconstruction efficiency of the second muon in the Z → µµ
events is known. The preliminary estimates were obtained based on the search for MSSM
H/A → ττ → µ+jet channel described in [293]. TheZ → ττ → µ+jet event selections are the
same as used in [293], but without the b tagging and the jet veto. The systematic uncertainty
related to the selection cuts which use the calorimeter information: cuts on mT(`, Emiss

T ),
Eτ jet

T , and ET of reconstructed neutrinos were taken into account, as well as the uncertainty
of the background evaluation.

With a 30 fb−1 data sample the total uncertainty of the τ -tagging efficiency is expected to be
between 4 and 5% .

12.2 b-tagging tools

12.2.1 General features

Many physics channels such as events containing top quarks, Higgs bosons, or Supersym-
metric particles, produce b jets in the final state which need to be distinguished from more
copious backgrounds containing only light flavoured jets. The top quark, for example, de-
cays almost exclusively into aW boson and a b-quark, and similarly, for a low mass Standard
Model Higgs boson (mH ≤ 135 GeV/c2) the dominant decay is to a pair of b quarks,H → bb.

Inclusive tagging of b jets, as opposed to lighter flavour jets, mainly relies upon relatively
distinct properties of b-hadrons such as large proper lifetime (τ ≈ 1.5 ps, cτ ≈ 450 µm), large
mass, decays to final states with high charged track multiplicities (on average 5 charged
tracks), relatively large semileptonic branching ratios (in about 20% of the cases, b hadrons
decay into muons or electrons), and a hard fragmentation function.

This chapter describes the algorithms currently available in CMS for b-tagging. The per-
formance of the algorithms is evaluated in terms of b-tagging efficiency versus background
rejection for various simulated data samples. If not explicitly stated otherwise, studies are
done for a complete and perfectly aligned detector. Effects of an imperfectly aligned detector
are discussed in Section 12.2.7.
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Algorithms for b tagging can be applied both offline (i.e. for an end-user analysis) and at the
level of the High-Level Trigger (HLT) [8]. In the latter case, CPU execution time is a critical
issue and so fully reconstructed input objects cannot always be used.

12.2.1.1 Reconstructed objects used as input

The b-tagging algorithms rely upon the reconstruction of lower level physics objects. At the
LHC, b-tagging typically will be applied to jets and so accurate jet reconstruction algorithms
are necessary. The jet direction is typically taken to approximate the original flight path of
the b-hadron, although more sophisticated inputs can be used in some algorithms to improve
upon the b-hadron direction resolution. The jet reconstruction algorithms available in CMS
are described in Chapter 11. For the studies described in this section, an iterative cone algo-
rithm with a cone size of 0.5 has been used. A jet energy calibration with correction factors
obtained from the Monte Carlo simulation has been applied.

Most of the b-hadron properties used for b-tagging are exploited using charged particle tracks
because only tracking detectors offer the spatial resolution needed to detect, for example, the
significant decay length of b-hadrons. Efficient track reconstruction, and in particular precise
spatial reconstruction close to the interaction point, is thus the key ingredient for almost
all b-tagging algorithms. Track finding is performed using the Kalman filter technique that
is described in Section 6.4. The following track selection cuts are common to all b-tagging
algorithms described here (algorithm specific cuts are listed in the corresponding sections):

• At least 8 reconstructed hits in total (pixel and silicon strip detectors).

• At least 2 reconstructed hits in the pixel detectors.

• Transverse momentum pT > 1 GeV/c.

• χ2/ndf of the track fit < 10.

• Transverse impact parameter with respect to the reconstructed primary vertex <
2 mm to reject charged particle tracks having their origin from sources showing
much larger displacement from the primary vertex (e.g. V 0 decays, photon con-
versions and nuclear interactions in the beampipe or the first layers of the pixel
detector). To first order, the impact parameter is invariant under boosts of the
b-hadron.

For b tagging, the track measurement precision close to the interaction point as given by
the impact parameter resolution what is most relevant. The track impact parameter resolu-
tion for charged particle tracks is shown in Figure 6.16. For b tagging, a physics motivated
lifetime-based definition of the sign of track impact parameters is used: the impact parameter
is considered positive if the track is reconstructed to originate downstream from the primary
vertex with respect to the jet direction, negative otherwise. The association of tracks to jets
is performed via a cone based ∆R =

√
∆φ2 + ∆η2 distance criterion (with ∆R(jet-track)

between 0.3 and 0.4 as a typical cut).

To measure a flight path, or to detect displaced tracks which do not have their origin at
the primary event vertex, the precise reconstruction of the coordinates of the primary event
vertex is crucial. The b-tagging algorithms described later in this section use the primary
event vertex reconstructed globally in the event (Sections 6.5.3 and 6.5.4). The resolution
depends on the event topology (e.g. the number of charged particles at the primary vertex)
and is typically between 10–40 µm in the transverse plane and 15–50 µm in the z-direction.
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Details can be found in Sections 6.5.3.3 and 6.5.4.4.

12.2.1.2 Definitions

The efficiency εq to tag a certain flavour of jet as a b jet (b-tagging efficiency for b jets, misiden-
tification or “mistag” efficiency for non-b jets) is defined as:

εq =
Number of jets of flavour q tagged as b

Number of jets of flavour q
. (12.2)

In the simulation studies reported here, the true flavour of a reconstructed jet has been deter-
mined by analyzing the parton content in a cone around the jet direction, where the assign-
ment of a parton flavour to the jet follows a physics-based definition. A reconstructed jet is
matched to the initial parton from the primary process (e.g. in QCD jet events these initial
partons are the ones produced in the hard interaction, in tt events the initial partons are the
quarks from the top decays and hadronic W decays) if it is within a cone of radius ∆R < 0.3.
Gluon jets and quark jets with b- or c-quarks from gluon splitting among their shower prod-
ucts thus get the flavour of the gluon or quark. To ensure an unambiguous assignment, jets
are rejected if more than one initial parton fulfills this requirement.

One can also follow an “algorithmic” definition analysing the final state partons after the
shower evolution and assigning the parton flavour that most likely determines the structure
of a jet. Here, a jet originating from a gluon that has split into a bb pair would get the flavour
of the b-quark assigned, because from the algorithm point of view the jet looks in many
aspects as a genuine b-jet. The main difference in these definitions is for gluon jets, where the
non-negligible splitting rates into bb and cc pairs impose a serious limitation for b-tagging
(depending on the energy of the gluon, these splitting rates are typically at the level of a few
percent).

For these studies, simulated samples of QCD jets have been used. Jets in these samples cover
a wide range in transverse momentum (from about 30 GeV/c to 200 GeV/c) and the full
geometrical acceptance of the tracking detector in pseudorapidity (|η| < 2.4). Semileptonic
tt events have also been studied.

The b-tagging performance for specific physics channels, including effects such as over-
lapping jets in dense hadronic environments, is presented in detail for several benchmark
physics analyses in Volume 2 of this document.

12.2.2 Track impact parameter based tags

The track impact parameters of charged particles as measured in the tracking detector pro-
vide a powerful means to determine whether a track originates from the primary interaction
vertex or from the decay of a particle that has travelled a significant distance from the pri-
mary interaction vertex. The impact parameter can be computed in the transverse plane
or in three dimensions. Three-dimensional impact parameters yield better overall b-tagging
performance and so will be used in what follows. Impact parameters are signed in such a
way that a positive impact parameter is consistent with a track from a decay of a particle
at a point with some positive displacement from the primary vertex along the direction of
the jet. On the contrary, a negative impact parameter corresponds to a decay point “behind”
the primary vertex. Negative impact parameters arise most frequently as a result of finite
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detector resolution which results in mismeasured track parameters. Other sources of large
negative impact parameters include badly reconstructed primary vertex positions, pattern
recognition failures that result in fake tracks, and multiple scattering of particles in material
at small radii such as the beam pipe or first pixel layer. The efficiency for b-tagging jets which
do not originate from c- or b-hadron decays can therefore be measured in data by means of
the negative side of the distribution of the track impact parameter significance (the ratio of
the track impact parameter to its uncertainty), after removal of charged tracks from recon-
structed long-lived V 0’s (e.g. Ks) are removed. Two different methods that exploit track
impact parameters to tag b-jets are described in the following.

12.2.2.1 Track counting b-tagging

The track counting b-tagging method is sufficiently fast and robust that it can be applied both
at HLT as well as offline. The method works as follows. For each selected track in a jet, the
impact parameter significance is computed. The jet is tagged if the number of tracks with
an impact parameter significance exceeding a given cut is greater than a value which can be
optimised for various purposes as discussed below.

Tracks are selected for use in the tagging algorithm if, in addition to the common selec-
tion described above, the distance of closest approach of the track to the jet axis is less than
0.07 cm.

Tracks are ordered in decreasing signed impact parameter significance. The significance of
the track impact parameter of the N th track thus serves as the discriminator for this algo-
rithm. Figure 12.26 shows the distribution of this variable for N = 2.
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Figure 12.26: Distribution of the discriminator for the track counting algorithm (N = 2)
(left) and the track probability algorithm (right) for b-jets (solid), c-jets (dotted) and udsg-jets
(dashed).

12.2.2.2 Probability b-tagging

The probability method is also based on track impact parameters: it entails computing the
compatibility of a set of tracks with having come from the primary vertex [294]. The jet
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probability estimation is performed through several steps which are described in detail in
this section: for each track, the probability of coming from the primary vertex is computed
and these probabilities are combined together to provide the jet probability. The track prob-
ability is computed using, as calibration, the negative part of the distribution of the impact
parameter significance. The negative part is used for this purpose since it is made mainly
of primary vertex tracks, as noted above. This approach has the advantage of allowing the
detection of the largest range of decay topologies in an inclusive way.

Tracks with negative impact parameter are used to extract the resolution function R , which
plays the role of the impact parameter significance distribution. This function is needed to
extract the probability P (x) of a track having impact parameter significance x to come from
the primary vertex.

In order to take into account the tails of the resolution function and avoid ad-hoc parameteri-
zations, the resolution function is histogrammed with sufficient precision and the probability
computed by numerically integrating the normalized histogram.

The track reconstruction quality is related to the momentum and the number of hits in the
different types of detectors involved: the number of pixel hits and the position of the inner-
most pixel layer are crucial for the impact parameter measurement.

The (signed) probability for a track to have come from the primary vertex is defined as the
integral of the resolution function multiplied by the sign of the significance S:

Ptr(S) = sgn(S) ·
∫ ∞

|S|
R(x)dx (12.3)

With this definition, the distribution of Ptr is flat between −1 and 1 for tracks coming from
the primary vertex, since the impact parameter significance distribution for the vast majority
of tracks from the primary vertex is described by the resolution function (apart from some
residual lifetime effects). It is positive and concentrated near 0 for tracks with large impact
parameter significance.

The jet probability for a jet containing N tracks is defined as the confidence level for a group
of N tracks, none of which originate from the decay of a long-lived particle, would produce
the observed, or any less likely value of track probability. The expression of this probability
is the following:

Pjet =
∏
·
N−1∑
j=0

(− ln
∏

)j

j!
(12.4)

where ∏
=

N∏
i=0

P̂i. (12.5)

P̂i is introduced in order to also take into account negative track impact parameters, and is
defined as P̂i = P/2 for positive, and P̂i = 1 + P/2 for negative impact parameters tracks.

Figure 12.26 shows the distribution of − logPjet for b- and udsg-jets using three-dimensional
impact parameters. The distribution is close to 0 for light quark jets and has a wider distri-
bution for b-jets, providing good discrimination.
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12.2.3 Combined secondary vertex tag

12.2.3.1 Algorithm description

The combined b-tagging algorithm is based on the reconstruction of the secondary decay
vertex of the weakly decaying b-hadron. Different topological and kinematic vertex vari-
ables are combined together with track impact parameter significances into a discriminating
variable to distinguish b-quark jets from non-b jets. The main components of the algorithm
and its performance are described in the following. A detailed description of the algorithm
and its performance can be found in [295].

Secondary vertices are reconstructed in an inclusive way inside the jet using the Trimmed
Kalman Vertex Finder described in Section 6.5.1. This algorithm starts with all tracks and
successively rejects outliers which then are used to reconstruct additional vertices. Since the
algorithm uses not only the presence of a secondary vertex, but also topological and kine-
matic variables related to the vertex, it is desirable to reconstruct the decay vertex as com-
pletely as possible, to increase the discriminating power of these topological and kinematic
variables. The performance of the inclusive secondary vertex finding in jets is described in
Section 6.5.6.

The following cuts are applied to the resulting vertices to select secondary vertex candidates
coming from b-hadron decays:

• The distance from the primary vertex to the secondary vertex in the transverse
plane has to exceed 100 µm and must not exceed 2.5 cm.

• The distance from the primary vertex to the secondary vertex in the transverse
plane divided by its error has to be greater than 3: Lt/σLt > 3.

• The invariant mass of charged particles associated to the vertex must not exceed
6.5 GeV/c2.

• The vertex must not be compatible with a V0 decay.

Based on the result of the secondary vertex reconstruction and selection, 3 vertex categories
are defined:

1. “RecoVertex”: At least one secondary vertex candidate has been reconstructed and
passed the selection criteria. All tracks from all accepted vertices are used for the com-
putation of the vertex related variables if there is more than one accepted secondary
vertex.

2. “PseudoVertex”: If no reconstructed secondary vertex candidate has been found, a so-
called PseudoVertex is created from charged particle tracks not being compatible with
the primary event vertex, having a signed transverse impact parameter significance
greater than 2, if at least 2 such tracks are present in the jet.

3. “NoVertex”: If neither 1) or 2) are fulfilled.

The distribution of the categories for the different jet flavours are shown in Figure 12.27. It
can be seen that the presence of a secondary vertex alone is already discriminating between
b-quark jets and other jets.
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All accepted track impact parameter significances enter into the final discriminator. In order
to improve the suppression of charm quark jets, the following quantity is defined in addi-
tion: The tracks are sorted in decreasing order of their impact parameter significances. The
invariant mass is computed for tracks 1 to n. If this mass exceeds a threshold value related
to the mass of charm hadrons, the impact parameter significance of the track moving the
n-track mass above this threshold is added to the discriminator. The threshold value is set
to be 1.5 GeV/c2. It is lower than typical charm hadron masses because neutral particles are
missed and not all charged particles from the decay are reconstructed and accepted.

12.2.3.2 Input variables and combined discriminator

To get optimal performance, several topological and kinematic variables are combined. The
selection of variables entering into the combination depends on the vertex category. Cate-
gory 1, where a reconstructed secondary vertex has been found, is the most powerful one.
For this category, the following variables are defined:

• The invariant mass of charged particles associated to the secondary vertex (shown
in Figure 12.27).

• The multiplicity of charged particles associated to the secondary vertex.

• The distance from the primary vertex to the secondary vertex in the transverse
plane divided by its error.

• The energy of charged particles associated to the secondary vertex divided by the
energy of all charged particles associated to the jet.

• The rapidities of charged particle tracks associated to the secondary vertex with
respect to the jet direction: y = 1

2 · ln(E+p‖
E−p‖

). This variable enters for n tracks,
where n is the secondary vertex multiplicity.

• The track impact parameter significances in the transverse plane.

• The track impact parameter significance of the first track exceeding the charm
threshold as described above.

For the other categories a subset of these variables is used (see [295] for details).
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Figure 12.27: Distribution of the vertex category (left), reconstructed secondary vertex mass
(middle) and combined discriminator (right) for b-jets (solid), c-jets (dotted) and uds-jets
(dashed, udsg-jets for the rightmost plot) as obtained from a sample of QCD events for jets
with underlying parton momenta between 50 and 80 GeV/c.



468 Chapter 12. b and τ Tagging

The variables described above are combined into a single discriminating variable using a
Likelihood ratio technique. Since for most of the variables c-jets and udsg-jets look signifi-
cantly different, the Likelihood ratio contains 2 parts for the discrimination against these 2
backgrounds. With the quantities

Lb,c,q = f b,c,q(α)×
∏

i f
b,c,q
α (xi)

the variable d is defined as:

d = fBG(c)× Lb

Lb+Lc + fBG(q)× Lb

Lb+Lq .

where α denotes the vertex category (α = 1, 2, 3) as defined above, xi are the individual
variables, q stands for u,d,s-quark jets and gluon jets, fBG(c, q) is the expected prior for the c-
and q-content in non-b jets (fBG(c) + fBG(q) = 1), f b,c,q(α) is the probability for flavour b, c,
and q to fall into category α and f b,c,q

α (xi) is the probability density function for variable xi for
category α and flavour b, c , q. The quantity d is used as final discriminator. The distribution
for the discriminator is shown in Figure 12.27

The probability density functions are extracted from simulated events. They depend on the
transverse jet energy and pseudorapidity.

12.2.4 Soft lepton tags

12.2.4.1 Algorithm description

The soft lepton b-tagging algorithm is based on the relatively high inclusive b-quark decay
branching ratio to electrons and muons which is about 19% for each lepton family if both
direct and cascade decays are taken into account. The key element that is required in order
to take advantage of this situation is the identification of leptons among the tracks associated
to each jet. To increase the purity of the selection, additional cuts are applied to parameters
associated with these leptons. The main components of the algorithm and its performance
are described in the following. A detailed description can be found in [296].

12.2.4.2 Electron identification

Electron identification is based on the track extrapolation from the tracker to the calorimeters
and a detailed analysis of the energy deposits in the region around the track in both ECAL
and HCAL. Reconstructed tracks satisfying the criteria ptrk

T > 2 GeV/c and |ηtrk| < 1.2 are
considered. The extrapolated tracks are matched with ECAL clusters. The information from
the extrapolated tracks and matched ECAL clusters is used for electron candidate selection.
The discriminating variables are listed in Table 12.8. These variables are combined into a
single discriminating variable using a neural network technique. The training of a neural
network has been performed using these variables on a signal sample consisting of 87 000
fully leptonic tt events and 91 000 semileptonic tt events, and on a background sample con-
sisting of QCD dijets with a pT in the hard process from 50 to 230 GeV/c. Efficiency and
misidentification rates for the current implementation of the soft non-isolated electron iden-
tification are shown in Figure 12.28.
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Table 12.8: List of variables used to identify electrons, where Eseed, EN×N and EECAL are
the energy deposit in the cluster seed, the maximal energy deposit in a square of N × N
ECAL crystals around the seed and total energy of the cluster. ptrk is the extrapolated track
momentum upon entering the ECAL. EHCAL is the sum of the energy deposits in the HCAL
towers next to the ECAL cluster.

Measurement variables
covariance of cluster energy distribution σηη, σηφ, σφφ.
repartition of cluster energy Eseed

E2×2
, Eseed

E3×3
, E3×3−Eseed

E5×5−Eseed
, E2×2

E5×5
, EECAL

EHCAL+EECAL

cluster energy and track momentum ratio EECAL−ptrk
EECAL+ptrk

(rec. track), GeV/c
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Figure 12.28: Performance of the soft non-isolated electron identification algorithm: effi-
ciency (circles) and misidentification rate (triangles).

12.2.4.3 Muon identification

Muon identification can be performed in two fundamentally different ways:

• Looking for reconstructed muons (9.1) in a region around the jet axis, which is
assumed to be the best approximation to the original quark direction.

• Extrapolating the tracks associated to each jet outward through the calorimeters
and the magnet to the muon chambers, looking for compatible tracks, track seg-
ments, or even energy deposits in the electromagnetic and hadron calorimeters
(9.2).

The current analysis is performed following the first approach. However, to allow for both
types of identification to be used in a consistent framework, a trivial muon identification
is implemented, matching charged tracks inside the jet to muons reconstructed using the
algorithm described in Section 9.1. Matching is done requiring at least 70% of a track’s re-
constructed hits to be in common with the muon track.

Muon reconstruction starting from the muon system is limited to muons with a transverse
momentum pT > 3.5 GeV/c. With the development of dedicated muon identification, the
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second approach will be exploited with the aim to increase the muon identification efficiency.

12.2.4.4 Lepton b-tagging

Jet b-tagging purity is increased through the use of an adaptive nonlinear discriminant func-
tion, i.e. a feed-forward neural network, applied to some of the lepton and jet parameters.
The desired trade-off between efficiency and purity can be achieved by varying the cut on
the network’s output. The current implementation gives higher purity, with correspondingly
lower efficiency, as the cut value is increased in the range [0.0, 1.0].

The parameters currently used for the lepton and the jet are:

• The lepton transverse momentum relative to the lepton-excluded jet axis, calcu-
lated as the pT-weighted average of the other charged tracks inside the jet.

• The ratio of the lepton momentum and the jet energy.

• The significance of the three dimensional lepton impact parameter (Section 12.2.2).

• The pseudoangular distance in the η-φ plane between the lepton and the lepton-
excluded jet axis.

Additionally, different neural networks or neural network parameters can be used for the
different jet energy and pseudorapidity regions and to take lepton flavour into account.

The neural network for electron b-tagging has been trained on the QCD and tt samples de-
scribed in Section 12.2.4.2.

Further improvements in the performance of the neural network can be achieved by taking
into account the various possible origins of the lepton:

• The prompt decay of a bottom hadron.

• The prompt decay of a charm hadron, originating from a bottom hadron.

• The prompt decay of a primary charm hadron.

• The decay of light hadrons coming either from the primary hadronization or from
the decay of heavier hadrons.

The neural network for soft muon b tagging has been trained on flavour-enriched dijet sam-
ples to give an approximation of the a posteriori Bayesian probability for a muon to belong
to each of these classes [297]. Since the a priori class probabilities, i.e., the relative abundance
of bottom, charm, and light jets, in actual applications will generally be quite different from
those in the training samples, the neural network outputs should be scaled and normalized
accordingly.

The use of Bayesian a posteriori probabilities has three advantages over simpler nonlinear dis-
criminants. First, assigning a pattern to the most probable class minimizes misidentification
probabilities [298]. Second, the use of (approximate) probabilities makes it easier to combine
the soft lepton tag with other b-tagging algorithms. Last, having a separate output for each
class makes it possible to apply different trade-offs between the bottom jet tagging efficiency,
charm jet mistag rate, and light jet mistag rate.

A parallel study is being performed, using the same tagging variables except impact param-
eter significance. Such an algorithm will be directly applicable to a staging scenario for the
pixel detectors, and is expected to be more robust against detector misalignment. It will
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also be statistically independent from the other b-tagging algorithm, and thus more easily
combined with them.

12.2.5 Performance of b-tagging algorithms

In this section, the offline performance of the b-tagging algorithms described in previous
sections is presented. All event samples used for these studies have been simulated with
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Figure 12.29: Non-b jet mistagging efficiency versus b-jet tagging efficiency for c-jets (trian-
gles), uds-jets (circles) and g-jets (stars) for the track counting algorithm (top left), the track
probability algorithm (top middle) and the combined secondary vertex algorithm (top right).
For these algorithms, jets in a QCD sample with transverse jet momenta between 50 GeV/c
and 80 GeV/c in the barrel region (|η| < 1.4) of the detector have been used. For the soft
muon algorithm (bottom left) and the soft electron algorithm (bottom middle), fully leptonic
and semileptonic tt events as well as QCD jets with transverse momenta between 50 GeV/c
and 230 GeV/c have been used (|η| < 2.4 for the soft muon algorithm and |η| < 1.4 for the
soft electron algorithm).

pile-up events corresponding to a luminosity of L = 2× 1033 cm−2 s−1.

The figures shown in the following have been obtained by scanning the cut on each of the
discriminators used by the different algorithms.

Figure 12.29 shows the non-b jet mistag efficiency versus the b-jet tagging efficiency for the
lifetime based algorithms (track counting, track probability, combined secondary vertex)
and the soft lepton based algorithms. For the lifetime based algorithms, the performance
is shown in the barrel part of the detector (|η| < 1.4) for QCD jets with transverse momenta
between 50 GeV/c and 80 GeV/c. This momentum range is characteristic of many relevant
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Figure 12.30: Non-b jet mistagging efficiency versus b-jet tagging efficiency for c-jets (tri-
angles) and uds-jets (circles) as obtained in a sample of semi-leptonic tt events for jets with
transverse momentum larger than 30 GeV/c in the barrel region (|η| < 1.4) of the detector for
the track probability algorithm (left) and the combined secondary vertex algorithm (right).

physics processes and is a domain in which good b-tagging performance can be obtained.

For the soft lepton based algorithms, fully leptonic and semileptonic tt events as well as
QCD jets with transverse momenta between 50 GeV/c and 230 GeV/c have been used. It
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Figure 12.31: The non-b jet mistagging efficiencies for a fixed b-jet tagging efficiency of 0.5 as
a function of the jet transverse momentum (left, jets with |η| < 2.4 have been considered; the
transverse momentum shown on the x-axis is the one of the underlying initial parton) and
pseudorapidity (right, jets with transverse momenta between 50 GeV/c and 80 GeV/c have
been considered) for c-jets (triangles), uds-jets (circles) and gluon jets (stars) obtained for jets
in an event sample of QCD events for the combined secondary vertex algorithm.
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can be clearly seen that the splitting of gluons into bb and cc pairs limits the rejection power
as compared with light quark jets (u, d, and s). For comparison, the performance in a sample
of semi-leptonic tt events is shown in Figure 12.30 for the track probability algorithm and
the combined secondary vertex algorithm for jets with transverse momentum larger than
30 GeV/c. This transverse momentum cut corresponds to a typical requirement in tt analy-
ses.

The dependence of the b-tagging performance on jet transverse momentum (transverse mo-
mentum of the underlying initial parton) and pseudorapidity are illustrated in Figure 12.31
for the combined secondary vertex algorithm. Displayed are the non-b jet mistagging effi-
ciencies for a fixed b-tagging efficiency of 0.5. All lifetime based algorithms show a similar
behaviour.

The main factors limiting rejection in the case of light quark and gluon jets come from V 0

decays, interactions in the detector material, gluon splitting into cc and bb pairs and limited
detector resolution. In the case of c-jets the rejection is obviously limited by the lifetime of
charmed hadrons giving signatures similar to b-hadron decays.

As can be seen in Figure 12.31, the optimum performance is obtained in the central region
of the detector and for transverse jet momenta of about 60–90 GeV/c. The performance de-
grades at larger pseudorapidities mainly because of the increase in material traversed and
degraded detector resolution. The slow degradation for larger transverse momenta is caused
by an increased splitting rate of gluons to heavy quark pairs, an increased track multiplicity
from fragmentation and the increasingly difficult pattern recognition associated with dense
jets. The steep fall of performance toward lower transverse momenta is mainly due to in-
creased multiple scattering that results in worse separation of primary and secondary ver-
tices, and more limited jet reconstruction.

12.2.6 HLT b tag

The identification of b-jets in the final state is an important tool during the offline selection
for a large range of physics channels—from top physics to MSSM Higgs searches. But also
in the online selection, b-tagging may provide a useful handle to reject background events
while maintaining a high signal efficiency.

On top of the performance requirements relevant for the offline selection of b-jets, a few
additional constraints exist that make the use of b-tagging in the online selection less than
straightforward:

• The time constraints in the High-Level Trigger are quite restrictive for the noto-
riously slow process of track reconstruction. There are several solutions to this
problem. An important gain is made by combining the b-tagging information
with another requirement that offers fast rejection of a large fraction of events.
Furthermore, the development of faster tracking algorithms (pixel-only tracking,
regional and conditional tracking) can result in significant time gains.

• In an online environment, robustness and calibration independence of the algo-
rithm become much more important. Therefore, only the simplest algorithms are
considered here. Special attention is paid to the beam spot determination.

In the following section, the b-tagging performance of 2 fast algorithms is discussed. A more
detailed write-up can be found in reference [299].
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12.2.6.1 Algorithm description

In the following subsections 2 fast b-tagging algorithms are described. The 2 algorithms
represent 2 different optimizations with respect to performance versus speed. They are en-
visaged to run in series: the first algorithm (referred to as Level-2.5 from now on) is used
to quickly reject those events that definitely do not containing b-jets or whose b-jets are not
easily taggable. The second algorithm (labelled Level-3) makes use of the full tracking power
of the CMS detector for the final trigger decision.

12.2.6.2 HLT – Level-2.5

This algorithm is optimized to work relatively early in the HLT, where the rate can be as high
as 1 kHz. Therefore, the emphasis is on speed, rather than on precision. Full track reconstruc-
tion cannot be sustained at this level. Instead, fast track reconstruction is performed within
the pixel detector. A detailed description of pixel-only track finding is found in Section 6.4.7
of this document and reference [193].

Due to the granularity and precision of the pixel detector, the pattern recognition with only
3 space points in dense environments of high ET jets is very successful. Importantly, the
fake rate is controlled to ≈ 10 %. A tight constraint on the compatibility of the tracks with
the longitudinal position of the primary vertex yields an improvement to the level of a few
percent. Of course, the efficiency for finding hit triplets in 3 pixel layers depends strongly on
the hit finding efficiency of the layers. Pixel layer efficiency loss mechanisms are described
in Section 6.1.2.

A drawback of the use of pixel-only tracks is the small lever arm and consequently poor
transverse momentum resolution. This causes a severe deterioration of the sensitivity for
the transverse impact parameter: the resolution ranges from ≈ 150 µm for 1 GeV/c tracks
to an asymptotic value of 80 µm from about 10 GeV/c, a considerable degradation with
respect to the results for the full tracker shown in Figures 6.16. The longitudinal impact
parameter is much less degraded with respect to tracks reconstructed in the full inner tracker:
the resolution ranges from ≈ 120 µm for 1 GeV/c tracks to an asymptotic value of ≈ 70 µm
beyond ≈ 10 GeV/c.

The tracks based on triplets of pixel hits are sufficiently pure and accurate that meaningful
b-tagging can be performed.

Use of a three-dimensional impact parameter requires the primary vertex of the event to be
precisely reconstructed. In the transverse plane, the algorithms rely on the beam spot posi-
tion to be accurately known (Section 6.5.6.4). Several algorithms for event-by-event determi-
nation of the primary vertex based on globally reconstructed pixel-hit triplets are described
in Section 6.5.3. For the event topologies of interest for a b-jets trigger—moderate to hard
dijet production—the divisive algorithm yields a primary vertex finding and selection effi-
ciency greater than 95 % (p̂T > 50 GeV/c), reaching 99% for p̂T > 120 GeV/c. The resolution
for the primary vertex position along the beam line is better than 35 µm for p̂T > 50 GeV/c.

As the timing overhead from the b-tagging algorithm is negligible, the standard b-tagging
algorithms can be used at this point.

The track counting algorithm, described in Section 12.2.2.1, offers very good performance.
Moreover, the algorithm is simple and does not require calibration (except of course the track
error determination).
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The number of jets for which the b-tagging is invoked is a free parameter of the algorithm. In
the default implementation discussed here, the OR of the 2 leading jets (in ET) is taken. The
parameters of the b-tagging algorithm are chosen so that a rejection of a factor 5 is obtained
with respect to Level-2.

12.2.6.3 HLT – Level-3

For the events that pass the initial selection based on pixel tracks, tracks are reconstructed
in regions-of-interest around jets identified as b-jets in the previous step. At this late stage
in the HLT—with a much reduced rate—the full-fledged offline combinatorial Kalman filter
track finding algorithm is applied.

The region is constructed by setting limits on the direction with respect to the jet axis (∆η <
0.4, ∆φ < 0.4), on the minimum transverse momentum (pT > 1 GeV/c) and requiring com-
patibility with the primary vertex determined at Level-2.5. Only seeds within this region
are reconstructed. The standard combinatorial Kalman filter track finder then follows the
seeds through the tracker volume. Thus, tracks of nearly “offline” quality are obtained. A
slight reduction toward the edges of the region—due to the finite resolution of the seeds—is
observed.

This step is optimized to achieve a rejection of a factor 4 with respect to the previous level.

12.2.6.4 b-tagging Performance

The performance of the b-tagging algorithms is measured on the 2 leading jets ( in an ET or-
dered list) in a sample of events simulating the hadronic decay of top pairs in low-luminosity
running conditions.

For events with true b-quark content, the results of the 2 b-tagging algorithms are extremely
correlated: events that do not satisfy the softer requirement at Level-2.5 in general would
not have triggered Level-3. For the benchmark channel studied, fully hadronic decays of top
pairs, the signal efficiency is virtually unchanged if Level-2.5 is removed.

12.2.6.5 Timing

The time constraint in the HLT is a crucial factor in the choice of the algorithm. The CPU
requirement of global track reconstruction in the full tracker is prohibitive. Timing mea-
surements indicate that the CPU load of global pixel triplet reconstruction—as used for the
Level-2.5 step and the determination of the primary vertex—is well within the available bud-
get. Full-fledged Kalman-filter based reconstruction of the tracks in a region around a large
ET jet takes approximately 300 ms on a 1 GHz CPU, provided the z-position of the primary
vertex is constrained.

While it is clear that track reconstruction poses a heavy CPU load, in the case of a b-jets
trigger a large gain is obtained by early rejection of events. The b-jets High-Level Trigger is
invoked at a rate of 20 kHz. However, the tracker information is not accessed in 98% of these
events as the Level-2 jet selection reduces the number of events by a factor 50.

For the majority of the events for which b-tagging has to be performed (400 Hz), only pixel
reconstruction is invoked. Only for 1 in 5 events (80 Hz) are tracks reconstructed in the
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Figure 12.32: Regional (leftmost figure) and pixel-only (rightmost figure) reconstruction b-
tagging efficiency and light jet rejection for the track counting algorithm on a sample of
hadronically decaying top pairs. The curves are obtained by scanning over the signed 3D IP
significance for the N th track in the jet (ordered in order of decreasing significance), where
N = 2 for pixel-only reconstruction and N = 3 for regional reconstruction. The curve for
b-jets versus light jets is shown with open markers, while that for b-jets versus c jets has filled
markers.

full tracker (and only certain regions). Thus, even though the track reconstruction may be
relatively slow, its weight on the time employed for the average event is very small.

12.2.6.6 Performance for different scenarios

The b-tagging performance depends crucially on those measurements that are closest to the
interaction vertex. In scenarios where the pixel detector is not present, b-tagging is essentially
reduced to the use of leptons.

Moreover, the lifetime based algorithms rely heavily on the correctness of the track parame-
ter error estimates. Provided that the error estimates are reasonably accurate, the b-jet trigger
should not be very sensitive to the envisaged misalignment of the pixel detector.

Finally, the impact parameter in the transverse plane is determined with respect to the nomi-
nal beam position. The algorithms thus rely on an accurate measurement of the beam spot to
be available, even in the HLT environment. This issue is further discussed in Section 6.5.6.4.

12.2.7 Robustness of the performance

The performance studies shown for the different algorithms in the previous sections have
been carried out under the assumption of a complete and perfectly aligned detector. How-
ever, in reality, the alignment will always be somewhat imperfect and at the beginning of
data taking some detector components may be missing. The effect of a missing layer of the
pixel detectors will be studied in an addendum to this document. The focus here will be
on the performance that can be expected for an imperfectly aligned tracking detector. Since
the pixel and silicon strip detectors are extremely precise devices with spatial resolutions of
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about 10 µm for the innermost layers, alignment of tracker modules with comparable preci-
sion is particularly challenging.
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Figure 12.33: Non-b jet mistagging efficiencies versus b-jet tagging efficiency comparing the
different misalignment scenarios for the track probability algorithm (left) and the combined
secondary vertex algorithm (right). The scenarios considered are: perfect alignment (full
circles), long term (open circles) and first data taking (triangles). The upper and lower set of
curves correspond to c-jets and uds-jets, respectively. A semi-leptonic tt sample was used for
these studies.

Two misalignment scenarios (Section 6.6.4) have been defined, a “First Data Taking Scenario”
(accuracy as expected from mounting precision, the laser system and some track based align-
ment for the pixel detectors as expected after an integrated luminosity of less than 1 fb−1)
and a “Long Term Scenario” (ultimate precision as expected from the track based alignment
after a period of data taking with sufficient integrated luminosity, about 10 fb−1). The as-
sumed accuracy for the Long Term Scenario is typically about a factor 10 better than for the
First Data Taking Scenario, apart for the pixel detectors where similar alignment precisions of
about 10 µm are assumed for both scenarios. The alignment errors are added in quadrature
to the nominal hit errors. Details of the alignment procedures and misalignment scenarios
can be found in Section 6.6. Figure 12.33 shows the performance of the track probability al-
gorithm and combined secondary vertex algorithm comparing a perfectly aligned detector
and misaligned detectors according to the 2 scenarios described above. For these studies,
calibration functions (e.g. as needed for the track probability and the combined secondary
vertex algorithm) are same as those used for the perfectly aligned detector. The degradation
of the performance for light quark (u, d, and s) and gluon jets is very similar for the two
misalignment scenarios. The reason for this behaviour is that impact parameter resolution,
which is dominated by the pixel detectors, is much more important than momentum reso-
lution for which the contribution from the strip detectors is also significant. As mentioned
above, both misalignment scenarios use similar alignment precision for the pixel detectors.
Furthermore, hadrons in jets have typical momenta of a few GeV/c and the track impact pa-
rameter error resulting from multiple scattering is bigger than the alignment error assumed
here. Therefore, comparing to the scenario of a perfectly aligned detector, the loss in per-
formance is acceptable. It can be seen that there is essentially no effect on the mistagging
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efficiency of c-jets if the b-tagging efficiency is kept constant. This can be explained by the
fact, that for a large fraction of c-jets tagged as b-jets, the real lifetime of charm hadrons is the
origin of the mistag. Variables sensitive to the lifetimes of heavy hadrons thus vary in a very
similar way for c- and b-jets when applying the various misalignment scenarios.

12.2.8 Performance studies with data

12.2.8.1 Offline calibration strategies

Due to the high energy and luminosity of the LHC, a completely new method to calibrate
b-tagging algorithms can be exploited [300]. Indeed, during the first years of operation, the
LHC will produce more than 8 million tt pairs each year. With t → W±b ≈ 100%, these
tt events can be used to isolate a highly enriched b-jet sample that can then be exploited to
calibrate b-jet identification algorithms.

Two methods to extract a b-jet enriched jet sample in tt events are presented. The two meth-
ods yield three samples that can be used to measure b-tagging performance. A method based
on a likelihood ratio to perform this measurement is presented, along with estimates of the
most important systematic uncertainties. The expected precision of the measurement of the
b-jet identification performance is estimated and serves as direct input to physics analyses
that rely on the b-tagging algorithms considered. [294, 295, 296].

Selection of a b-enriched jet sample
To measure b-tagging efficiencies, a jet sample with an enriched b-jet content needs to be
selected. For this purpose, tt decay channels in which one or both of the W bosons decay
leptonically were investigated with GEANT4 simulated Monte Carlo events. These channels
are of particular interest, as the presence of an isolated energetic lepton can be triggered
upon with high efficiency. In the semileptonic decay channel tt → bbqq′`ν, events are required
to have either an isolated muon or electron, four jets, and missing transverse momentum.
To fight the large W±+ jets background an extra requirement of 1 b-tagged jet is imposed.
In the fully leptonic decay channel tt → bbeνeµνµ, 1 muon and 1 electron of opposite charge,
2 jets and missing transverse momentum are required for an event to be selected. These
selection criteria suppress the large Z+ jets background, and to a lesser extent the WW and
ZW backgrounds.

In the case of the semileptonic events, the 12 possible ways of associating jets to partons from
the two top quarks were each considered in a kinematic fit that imposed W± and top mass
constraints [301]. The best jet pairing was chosen by combining the fit results with several
other observables into a combined likelihood ratio. In the case of fully leptonic events, the
kinematics are underconstrained, but several event observables can still be combined into a
similar likelihood function.

In both cases, a cut can be made on the corresponding likelihood ratio to select well recon-
structed events. The sample of jets associated with t → b`ν decays in the semileptonic case,
and the jet sample from both jets in the fully leptonic case, can be enriched in b-content with
such a cut. In Figure 12.34 the b-jet purity for the different jet samples is shown as a function
of the cut on the likelihood ratios.

Systematic uncertainties in the determination of sample purity
In order to ascertain the degree of confidence in the Monte Carlo b-jet sample purity, various
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Figure 12.34: The b-jet purity of the different jet samples (semileptonic with muon, semilep-
tonic with electron and fully leptonic), as a function of the cut on the corresponding com-
bined likelihood ratio.

systematic uncertainties in the purity were evaluated [302, 300]. For both decay channels, the
most relevant contributions come from uncertainties in the Monte Carlo modelling of initial
and final state gluon radiation and uncertainties in the signal and background cross sections.
In semileptonic events, due to the demand for a b-tagged jet in the event selection, the un-
certainty on the b-tag efficiency itself results in an additional small systematic uncertainty
in the sample purity. In Figure 12.35 the various contributions to the systematic uncertain-
ties and their combined total are shown for the 3 samples (semileptonic decays with muons,
semileptonic decays with electrons, and fully leptonic decays) as a function of the cut on the
combined likelihood ratio. Uncertainties from the parton distribution functions, underlying
event, pile-up, luminosity, light- and b-quark fragmentation do not contribute significantly.
Additionally, for semileptonic events, the jet energy scale and top mass uncertainty were
checked and found to be negligible.
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Figure 12.35: Systematic uncertainties on the b-purity of the different jet samples (semilep-
tonic with muon, semileptonic with electron and fully leptonic), as a function of the cut on
the corresponding combined likelihood ratio.

Measurement of b-tagging efficiencies in data
For both jet samples the same technique can be used to measure the b-tagging efficiencies.
Defining xb as the b-purity of the jet sample, previously estimated from Monte Carlo, and
xtag as the measured fraction of jets tagged by the b-tagging algorithm, then the b-tagging
efficiency is

εb = [xtag − εo(1− xb)] /xb,
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where εo is the mistag rate for non-b jets in the sample. This mistag rate is determined from
the simulated data here but can of course be measured with real data when it becomes avail-
able.

It is possible to perform the measurement of εb for different cuts on the likelihood ratio. As
the value chosen for the likelihood ratio cut increases, the systematic uncertainty falls but
is offset by a rise in the statistical uncertainty. Hence, there exists a point of minimum total
uncertainty and this is the point where the estimation of εb is performed for a specific sample.

Sample independent calibration
Identification efficiencies for b jets depend on many sample-specific jet parameter distribu-
tions, of which the most important are the transverse energy ET and the pseudorapidity η of
the jet. To make the calibration of the b-tagging algorithms sample-independent, measure-
ments of efficiencies were performed as a function of these 2 parameters.

In Figure 12.36 the combined result from the 3 samples (semileptonic decays with muons,
semileptonic decays with electrons, and fully leptonic decays) of this ET-dependent mea-
surement of εb is shown for jets in the barrel (|η| < 1.5) and endcap (|η| > 1.5) regions
respectively, for 1 fb−1 of data. The b-tagging was performed using the combined secondary
vertex discriminant (Section 12.2.3). The working point chosen for these studies corresponds
to an average b-tagging efficiency of about 50%, and mistag probabilities for light quark jets
of less than 1% and for charm quark jets of about 6%. Figure 12.37 shows the correspond-
ing absolute and relative uncertainty expectations, together with an extrapolation, assuming
unchanged systematic uncertainties, to 10 fb−1 of integrated luminosity. The relative uncer-
tainty on the b-efficiency measurement is expected to be about 6% (4%) in the barrel and 10%
(5%) in the endcaps for 1 fb−1 (10 fb−1) of integrated luminosity.
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Figure 12.36: b-tagging efficiency measurement, as a function of the jet ET for jets in the
barrel (|η| < 1.5) and endcaps (|η| > 1.5).
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Figure 12.37: Uncertainty on the b-tag efficiency, as a function of the jet ET for jets in the
barrel (|η| < 1.5) and endcaps (|η| > 1.5) for 1 fb−1 and 10 fb−1 of integrated luminosity.

12.2.8.2 Other possibilities

An alternative method to measure b-tagging efficiencies makes use of the ratio of single and
double tagged events in a sample where 2 b-jets are present in each event. Fully leptonic
dectt events can also be used with this technique. Other possibilities include the use of the
fully leptonic e+ e and µ+ µ samples with the requirement of at least one b-tagged jet for
greater background rejection, jet samples from Z + jets, Zbb, exploiting almost uncorrelated
taggers, etc. Finally, for c-jet misidentification rates, a simultaneous determination with b-
tagging efficiencies can be envisaged in semileptonic tt events.
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Glossary

ADC Analog to Digital Converter
AdS Anti de Sitter space
AFEB Anode Front-End Board, CSC

system
ALCT Anode Local Charged Track

trigger primitive, CSC system
ALEPH An experiment at LEP
ALICE A Large Ion Collider Experi-

ment at the LHC
ALPGEN Monte Carlo event generator

for multi-parton processes in
hadronic collisions

AOD Analysis Object Data - a com-
pact event format for physics
analysis

APD Avalanche Photo-Diode
API Application Programming In-

terface
APV Analogue Pipeline (Voltage

mode), front-end readout chip
of Tracker

ASIC Application Specific Integrated
Circuit

ATLAS A Toroidal LHC ApparatuS
experiment

BLOB Binary Large OBject
BMU Barrel Muon system
BR Branching Ratio
BTI Bunch and Track Identifier

trigger primitive, DT system
BU Builder Unit
BX Bunch Crossing
BXN Bunch Crossing Number

CAD Computer-Aided Design
CASTOR Calorimeter in the forward

region of CMS
CC Cosmic Challenge
CCS Clock and Control System
CDF Collider Detector Facility exper-

iment at the FNAL Tevatron

CFEB Cathode Front-End Board of the
CSC system

CLCT Cathode Local Charged Track
trigger primitive, CSC system

CLHEP Class Library for HEP
CMKIN CMS Kinematics Package

(legacy Fortran)
CMN Common Mode Noise
CMS Compact Muon Solenoid exper-

iment
CMSIM CMS Simulation Package

(legacy Fortran)
CMSSW CMS Software framework
COSINE Consistent Online Software IN-

tegration Environment, project
integrating online with offline
software

CPT Computing, Physics, TriDAS
and software projects of CMS

CRack Cosmic Rack, a set of TOB rods
CPU Central Processing Unit
COBRA Coherent Object-oriented Base

for Reconstruction, Analysis
and simulation (Framework)

CORBA Common Object Request Broker
Architecture

COCOA CMS Object-oriented Code for
optical Alignment

CompHEP Monte Carlo event generator for
high-energy physics collisions

CPT Computing, Physics, TriDAS
and Software projects

CRC Cyclic Redundancy Check error
detection

CSC Cathode Strip Chamber muon
system

CVS Concurrent Versions System

DØ Experiment at the FNAL Teva-
tron

D2S Data to Surface
DAC Digital to Analog Converter
DAQ Data Acquisition
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DBMS Database Management System
DCC Data Concentrator Card
DCS Detector Control System
DCU Detector Control Unit
DDD Detector Description Database
DDL Data Description Language
DDU Detector Dependent Unit in

DAQ system
DELPHI An experiment at LEP
DESY Deutsches Elektronen SYn-

chrotron laboratory, Hamburg
Digi Digitisation (of detector hit)
DMB DAQ MotherBoard of CSC

system
DOH Digital Opto-Hybrid
DQM Data Quality Monitoring
DST Data Summary Tape - a compact

event format
DT Drift Tube muon system
DY Drell-Yan

EB Electromagnetic Calorimeter
(Barrel)

ECAL Electromagnetic Calorimeter
ED Extra Dimensions
EDM Event Data Model
EDMS Engineering Database Manage-

ment System
EGEE Enabling Grids for e-science in

Europe (a Grid project)
EE Electromagnetic Calorimeter

(Endcap)
ELMB Embedded Local Monitoring

Board (ECAL)
EM Electromagnetic
EMDB Equipment Management

DataBase
EMU Endcap Muon system
ENC Equivalent Noise Charge
ES Endcap preShower detector
ESNET Energy Science Network (in the

USA)
ESS ECAL Safety System
EVB EVent Builder
EVF Event Filter Farm
EVM Event Manager
EW ElectroWeak
Express Line Online stream for events re-

quiring high priority and low
latency offline processing

FAMOS CMS Fast Simulation
FE Front-End
FEC Front-End Card

FED Front-End Driver
FENIX ECAL front-end readout ASIC
FEVT Event format comprising the

union of RAW and RECO data
FMM Fast Merging Module
FIFO First In First Out buffer
FLUKA Computer program for hadron

shower calculations
FNAL Fermi National Accelerator

Laboratory, USA
FPGA Field Programmable Gate Array
FSR Final State Radiation
FU Filter Unit

Garfield Computer program for electro-
magnetic field calculation

Gb Gigabit (109 bits)
GB Gigabyte (109 bytes)
GCALOR Computer program for hadron

shower calculations
GCT Global Calorimeter Trigger (L1)
GEANT Detector simulation framework

and toolkit
GIF Gamma Irradiation Facility
GMR Global Muon Reconstructor
GMSB Gauge Mediated Symmetry

Breaking
GMT Global Muon Trigger (L1)
GOL Gigabit Optical Link
Grid Infrastructure for distributed

computing
GSF Gaussian Sum Filter
GT Global Trigger (L1)
GUI Graphical User Interface
GUT Grand Unified Theory

H1 An experiment at the DESY
HERA collider

H2 Beamline at CERN
HAD Hadronic
HCAL Hadron Calorimeter
HB Hadron Calorimeter (Barrel)
HE Hadron Calorimeter (Endcap)
HEP High Energy Physics
HEPEVT HEP Event (generated event

format)
HERA Electron-proton collider at

DESY
HERWIG Hadron Emission Reactions

With Interfering Gluons, a
monte Calro event generator for
high-energy physics collisions

HF Hadron Calorimeter (Forward)
HG High Gain



485

HI Heavy Ion(s)
HIJING Heavy Ion Jet INteraction

Generator, Monte Carlo event
generator for heavy-ion colli-
sions

HIP Hits and Impact Point align-
ment method, also Highly
Ionizing Particle

HLT High-Level Trigger
HM Humidity Monitoring
HO Hadron Calorimeter (Outer

Barrel)
HPD Hybrid Photo-Diode
HTML Hypertext Mark-up Language
HTR HCAL Trigger and Readout
HV High Voltage

ICC Internal Calibration Circuit,
preshower

IGUANA Interactive Graphics for User
ANAlysis - used for the CMS
Event Display Package

I/O Input/Output
IOMC Input/Output Monte Carlo

service
IOV Interval Of Validity
IP Impact Parameter, also Impact

Point or Internet Protocol
ISR Initial State Radiation, also In-

tersecting Storage Ring collider
at CERN

IT Information Technology

JES Jet Energy Scale

Kalman Filter Computational method for
fitting tracks

kb kilobit (103 bits)
kB kilobytes (103 bytes)

L1 Level-1 hardware-based trigger
L1A Level-1 Accept
L3 An experiment at LEP
LAN Local Area Network
LAS Laser Alignment System
LCG LHC Computing Grid (a com-

mon computing project)
LCT Local Charged Track trigger

primitive of CSC system
LED Large Extra Dimenstions, also

Light Emitting Diode
LEP Large Electron Positron collider

at CERN
LG Low Gain

LHC Large Hadron Collider
LHCb Large Hadron Collider Beauty

experiment
LHCC LHC (review) Committee
LHEP Physics model of GEANT4
LL Leading Logarithm, also Log

Likelihood
LO Leading Order calculation
LOI Letter Of Intent
LPC LHC Physics Center, Fermilab
LS Like-Sign
LSB Least Significant Bit
LSP Lightest Supersymmetric Parti-

cle
LUT Look-Up Table
LV Low Voltage
LVDS Low Voltage Differential Signal-

ing
LVRB Low Voltage Regulator Board

MA Module Alignment
MAB Module Alignment of Barrel
Mb Megabit (106 bits)
MB Muon system (Barrel), also

Mother Board or Megabyte (106

bytes)
MC Monte Carlo simulation pro-

gram/technique, also Mini-
Crate of DT system

ME Muon system (Endcap), also
Matrix Element or Monitoring
Element

MET Missing Transverse Energy
metadata Data describing characteristics

of other data
MGPA Multiple Gain Pre-Amplifier

chip, ECAL
MILLEPEDE Algorithm for tracker alignment
MIP Minimum Ionizing Particle
MPC Muon Port Card, CSC L1 trigger
MSUGRA Minimal SUper GRAvity model

of supersymmetry
MSSM Minimal SuperSymmetric

Model
MT Mean Time
MTCC Magnet Test Cosmic Challenge

ndf number of degrees of freedom
NLO Next-to-Leading Order calcula-

tion
NN Neural Network
NNLO Next-to-Next-to-Leading Order

calculation
NS Numbering Scheme
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O2O Online to Offline
ODBMS Object Database Management

System
OMDS Online Master Data Storage
Online StreamGrouping of events (Primary

Datasets) to simplify online data
management

OO Object Oriented
OPAL An experiment at LEP
ORA Object Relational database
ORCA Object-oriented Reconstruction

for CMS Analysis
ORCOF Offline ReConstruction OFfline

subset, conditions database
ORCON Offline ReConstruction ONline

subset, conditions database
OS Opposite-Sign, also Operating

System
OSCAR Object-oriented Simulation for

CMS Analysis and Reconstruc-
tion

Oval Software testing tool

P5 Point 5 collision area of LHC
PAW Physics Analysis Workstation

(legacy interactive analysis
application

PACE Preshower front end ASIC
PACT PAttern Comparator Trigger,

RPC system
PB Petabyte (1015 bytes)
PC Personal Computer
PD Pixel Detector
PDF Parton Density Function, also

Probability Distribution Func-
tion

PLC Programmable Logic Controller
(ECAL)

PLD Programmable Logic Device
PLT Pixel Luminosity Telescope
POOL Persistency software from LCG
Primary DatasetGrouping of events according to

physics (trigger) criteria
provenance The record of how a particular

reconstruction result was ob-
tained

PRS Physics Reconstruction and
Selection groups

PS Proton Synchrotron, also Parton
Showers

PTM Precision Temperature Monitor-
ing, ECAL

PV Primary Vertex

PYTHIA Monte Carlo event generator for
high-energy physics collisions

QCD Quantum Chromodynamics
QED Quantum Electrodynamics
QGSP Physics model of GEANT4
QPLL Quartz Phase-Locked Loop

RAW Event format from the online
containing full detector and
trigger data

RECO Event format for reconstructed
objects such as tracks, vertices,
jets, etc.

RecHit Reconstructed hit in a detector
element

RHIC Relativistic Heavy Ion Collider
(at Brookhaven, USA)

RMS Root Mean Square
ROB ReadOut Board, DT system
ROC ReadOut Chip, pixels
ROOT An object-oriented data analysis

framework
ROS ReadOut Server board, DT

system
RPC Resistive Plate Chamber muon

system

Savannah Issue tracking system
SCA Switched Capacitor Array

buffer, CSC system
SCADA Supervisory Control And Data

Acquisition
SCRAM Software Configuration, Release

And Management tool
SFM SubFarm Manager
Skim Subset of events selected from a

larger set
SLB Sychronization and Link Board
SLT Soft Lepton Tag
SM Standard Model, also Super-

Module (ECAL) or Storage
Manager (DAQ)

SMB System Mother Board
S/N Signal to Noise ratio
SOAP Simple Object Access Protocol
SPS Super Proton Synchrotron col-

lider at CERN
SRP Selective Readout Processor
SS Same-Sign
SST Silicon Strip Tracker
STL Standard Template Library
SUSY SUperSYmmetry
SV Secondary Vertex
SX5 Surface hall at Point 5 for CMS



487

T1, T2 Tracking telescopes of TOTEM
TAG Event index information such as

run/event number, trigger bits,
etc.

Tb Terabit (1012 bits)
TB Terabyte (1012 bytes)
TCC Trigger Concentrator Card
TCP Transmission Control Protocol
TDC Time to Digital Converter
TDR Technical Design Report
TEC Tracker EndCap
TF Track-Finder, muon L1 trigger
TIB Tracker Inner Barrel
TID Tracker Inner Disks
TMB Trigger MotherBoard, CSC L1

trigger
TOB Tracker Outer Barrel
TOTEM Separate experiment at P5 for

forward physics
TPD Tracker Pixel Detector
TPG Trigger Primitive Generator
TRACO TRAck COrrelator, DT L1 trig-

ger
TriDAS Trigger and Data Acquisition

project
TRLB Token Ring Link Board
TS Trigger Server, DT L1 trigger
TTC Trigger Timing and Control
TTS Trigger Throttling System

UA1 An experiment at the CERN SPS
collider

UA2 An experiment at the CERN SPS
collider

UE Underlying Event
UED Universal Extra Dimensions
USC55 Underground Service Cavern at

Point 5 for CMS
UXC55 Underground eXperimental

Cavern at Point 5 for CMS

VBF Vector Boson Fusion
VFE Very Front End
VPT Vacuum PhotoTriode

WAN Wide Area Network
WLS WaveLength Shifting
WWW World Wide Web

XDAQ Software framework for CMS
Data Acquisition

XML eXtensible Markup Language

YB Yoke (Barrel)
YE Yoke (Endcap)

ZDC Zero Degree Calorimeter
ZEUS An experiment at the DESY

HERA collider
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Figure CP 1: One quarter longitudinal view of the CMS Experiment. Dimensions are in units of mm.
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Figure CP 2: Assembly of the yoke of the CMS magnet. The outer vacuum tank and the coil can be seen.
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Figure CP 3: View along the axis of the completed CMS magnet, showing also installed DT chambers, CSCs, and HE.



514
C

olour
P

lates

Figure CP 4: Installation of DT chambers into the YB+1 wheel.
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Figure CP 5: Installation of CSC chambers onto the YE+2 disk.
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Figure CP 6: The back of an ECAL supermodule fully equipped with cooling pipes and
electronics, before installation of the closing backplate.
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Figure CP 7: Submodules of the ECAL barrel in assemby jigs. Each submodule consists of 10
crystals in a glass-fibre alveola structure. Two APDs are glued to the rear of each crystal and
the flexible kapton ribbons from the APDs, terminated with connectors, can be seen hanging
down from the back of the submodules.

Figure CP 8: The 60 mm thick aluminium backplate of an ECAL endcap Dee held on its
assembly and installation frame. Four mock supercrystals (5×5 crystals) are shown attached
in position along with all 138 positional spacers.
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Figure CP 9: Assembled HB in the surface hall at SX5.
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Figure CP 10: Assembled HE in the surface hall at SX5.

Figure CP 11: Assembled HF modules in building 186 at CERN.
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Figure CP 12: Half of the Layer 4+ shell for the Tracker Inner Barrel.

Figure CP 13: Photo of pixel module
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Figure CP 14: Screen shot of the interactive IGUANA-based CMS detector and event display, showing reconstructed objects such as
tracks, jets, and vertices in 2D and 3D views.
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Figure CP 15: Screen shot of the interactive IGUANA-based detector and event display deployed at SX5. The cosmic ray data has been
taken in the HCAL half-barrel, then calibrated and reconstructed. The sub-windows show 2D and 3D views of the detector and a 2D
tower histogram (“lego plot”) of deposited energy.
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